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Abstract

Two techniques to distinguish between electron and photon induced events in germanium
detectors were studied: (1) anti-coincidence requirements between the segments of seg-
mented germanium detectors and (2) the analysis of the time structure of the detector
response.

An 18-fold segmented germanium prototype detector for the GERDA neutrinoless
double beta-decay experiment was characterized. The rejection of photon induced events
was measured for the strongest lines in 60Co, 152Eu and 228Th. An accompanying Monte
Carlo simulation was performed and the results were compared to data. An overall agree-
ment with deviations of the order of 5-10% was obtained. The expected background index
of the GERDA experiment was estimated.

The sensitivity of the GERDA experiment was determined. Special statistical tools
were developed to correctly treat the small number of events expected.

The GERDA experiment uses a cryogenic liquid as the operational medium for the
germanium detectors. It was shown that germanium detectors can be reliably operated
through several cooling cycles.

Zusammenfassung

Es wurden zwei Techniken zur Unterscheidung von Elektron- und Photon-induzierten
Ereignissen in Germanium-Detektoren untersucht: (1) Anti-Koinzidenzen zwischen den
Segmenten segmentierter Germanium-Detektoren und (2) die Analyse der Zeitstruktur
der Detektor-Antwortfunktion.

Ein 18-fach segmentierter Prototyp-Detektor für das GERDA Experiment zu neutri-
nolosem Doppelbeta-Zerfall wurde untersucht und charakterisiert. Insbesondere wurde
die Unterdrückung Photon-induzierter Ereignisse für die stärksten Linien von 60Co, 152Eu
und 228Th gemessen. Die Ergebnisse wurden mit den Resultaten einer begleitenden Monte
Carlo Studie verglichen. Die Simulationen beschreiben die Daten mit Abweichungen von
etwa 5-10%. Der erwartete Untergrund des GERDA Experiments wurde abgeschätzt.

Spezielle statistische Verfahren, welche die kleine Anzahl von erwarteten Ereignissen
berücksichtigen, wurden entwickelt um die Sensitivität des Experiments auf neutrinolosen
Doppelbeta-Zerfall abzuschätzen.

Das GERDA Experiment wird Germanium Detektoren direkt in einer Kryoflüssigkeit
betreiben. Es konnte gezeigt werden, dass Detektoren ohne eine Beeinträchtigung der
Leistung über mehrere Kalt-Warm-Zyklen betrieben werden können.
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Chapter 1

Introduction

Since its postulation by Pauli in 1931 the neutrino was assumed to be a very light (mass-
less in the Standard Model) and chargeless Dirac particle. Early on it was recognized
that the neutrino could also be a Majorana particle, i.e., its own anti-particle. The obser-
vation of neutrino oscillations, rewarded with the Nobel Prize in 2002, gave evidence for
finite masses of the neutrinos. Because only mass differences can be inferred from these
observations, the absolute neutrino mass scale is still unknown. The question whether the
neutrino is a Dirac or Majorana particle is also still open.

Nowadays, three classes of experiments aim to measure the neutrino mass scale. The
exact determination of the end point energy of the spectrum of tritium beta-decays can
be used to calculate the mass of the electron neutrino; structure formation in the uni-
verse can be used to set limits on the sum of the neutrino masses; finally, the observation
of neutrinoless double beta-decay could give information about a possible mass of the
neutrino. The latter would also prove that the neutrino is a Majorana particle. So far,
all three approaches could only set upper limits on the neutrino mass of the order of 1-2 eV.

Searches for neutrinoless double beta-decay reach back to the 1950ies. The most strin-
gent limits come from experiments built to search for neutrinoless double beta-decay of
the germanium isotope 76Ge. Germanium is a semiconductor and can therefore be used
as source and detector simultaneously. The sensitivity of previous experiments was lim-
ited not only by the exposure but also by background which was dominated by external
γ-radiation [1, 2].

The GERmanium Detector Array, GERDA [3], is a new experiment which is built to
search for neutrinoless double beta-decay of 76Ge. It is currently being installed in the
Hall A of the INFN Gran Sasso National Laboratory (LNGS), Italy. The background index
aimed at is two orders of magnitude below that of recent experiments. With 100 kg·years
exposure this will result in a sensitivity to the effective Majorana neutrino mass of about
200 meV. The background reduction is accomplished by a reduced amount of background
producing material close to the detectors, a large passive shielding and, for the second
phase of the experiment, the usage of segmented germanium detectors.

1



2 CHAPTER 1. INTRODUCTION

The main goal of this thesis is to evaluate the potential of segmented germanium de-
tectors to distinguish electron induced events from events induced by multiply scattered
photons. The second goal is to study the operation of germanium detectors submerged in
a cryogenic liquid.

Four aspects are investigated in particular with respect to the distinction between
electrons and photons:

1. An estimate of the sensitivity of GERDA to neutrinoless double beta-decay for
different background scenarios. Special statistical analysis tools were developed for
the treatment of the small number of expected events.

2. The evaluation of the potential of segmented germanium detectors to distinguish
electron induced events from events induced by multiply scattered photons using
segment coincidences. The impact on the background reduction in the GERDA

experiment was estimated using Monte Carlo techniques.

3. The characterization of a segmented prototype detector. A test stand for a segmented
prototype detector for the second phase of the GERDA experiment was built. Data
were taken with this detector and analyzed with respect to the distinction between
electrons and photons using segment coincidences. The results were compared to
the predictions from a Monte Carlo simulation.

4. The evaluation of the potential of segmented germanium detectors to distinguish
electron induced events from events induced by multiply scattered photons analyzing
the time structure of the detector response. Data were taken with the prototype
detector and the detector response was analyzed. Three different analysis methods
were developed and the results compared.

The studies are performed in the context of the second phase of the GERDA experi-
ment. Chapter 2 summarizes today’s picture of neutrinos in the Standard Model and the
double beta-decay processes. The concept and the technical realization of the GERDA

experiment are described in Chapter 3. A spectral analysis technique developed to esti-
mate the sensitivity of the experiment is introduced in Chapter 4. The operation principle
and the development of the electrical signals of germanium detectors is discussed in Chap-
ter 5. The main background sources for GERDA are summarized in Chapter 6 where the
signatures of the signal and background processes are discussed. Monte Carlo simulations
of the introduced processes are presented in Section 7.1.

Photons in the MeV-energy region typically scatter multiple times inside germanium
and deposit their energy over a range of several centimeters. In contrast, electrons in
the same energy region deposit their energy on a millimeter scale. Electrons and photons
can thus be distinguished by determining the spatial distribution over which energy is
deposited. This can be done by using segmented detectors (Chapter 7), or by analyzing
the time structure of the detector response (Chapter 8).
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The experimental setup of the prototype detector and the data sets are described in
the second part of Chapter 9 and in Chapter 10. The simulation of the test stand is also
described Chapter 9. The data taken with the prototype detector were compared to Monte
Carlo data in order to verify the Monte Carlo simulation. The results are presented in
Chapter 11.

A second, unsegmented germanium detector was operated while being submerged in
liquid nitrogen or argon. The setup and the results are described in Chapter 9. It is shown
that this mode of operation is feasible.

In Chapter 12 the developed background reduction techniques are applied to Monte
Carlo data in order to estimate the background index of the GERDA experiment. Con-
clusions and a summary are given in the last chapter.
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Chapter 2

Neutrinoless double beta-decay in
the framework of the Standard
Model

2.1 Electro-weak interaction and neutrinos

The neutrino was postulated by Pauli in 1931 as a very light and chargeless particle which
would restore energy conservation in nuclear beta-decay. Fermi’s description of the inter-
action of neutrinos, the weak interaction, was developed in the 1930ies and could explain
many phenomena observed in nature. These range from the spectra in the mentioned
nuclear beta-decay to the decay kinematics of muon and tau leptons. Although part of a
successful theory it was not before 1953 that (anti-)neutrinos were first observed by Cowen
and Reines in a reactor experiment [4].

Since then, many observations and modifications of the existing theory have led to a
unified description of electro-magnetism and the weak interaction. The Standard Model of
Particle Physics (SM) is based on the electro-weak and strong forces. It was developed by
Glashow, Salam and Weinberg [5–7] and so far gives a valid description of the interactions
of its constituents, including neutrinos. A variety of measurements, partially motivated
by theoretical predictions, confirm the validity of the model. The measurements include
the observation of parity violation by Wu in 1957 [8] and the first direct observation of
massive intermediate gauge bosons at CERN in 1983 [9, 10].

2.1.1 From weak to electro-weak interaction

Fermi’s ansatz for the description of neutrino interactions was inspired by quantum elec-
trodynamics (QED) assuming a point-like vector-vector Lorentz-invariant amplitude. Al-
though successful in many respects, Fermi’s model of the weak interaction is an effective,
low-energy theory. The theory violates unitarity at high energies and fails to explain
the experimental observation of parity violation. Two major modifications of the theory

5



6 CHAPTER 2. NEUTRINOLESS DOUBLE BETA-DECAY IN THE SM

solved these problems: the introduction of intermediate vector bosons by Yukawa (1938)
and Schwinger (1957), and the assumption of a V–A current. In this framework only the
left-handed component of the neutrino field participates in the weak interaction. Parity
is maximally violated.

A unification of electro-magnetism and the weak interaction was necessary in order to
accommodate these two modifications and explain the experimental data. The electro-
weak interaction reflects a SU(2)L ×U(1)Y symmetry, where the subscript L refers to the
weak isospin current which only couples to left-handed fermions. The subscript Y refers
to the weak hypercharge current which couples to left- and right-handed fermions. Three
massive gauge bosons, the charged W± and the neutral Z0, and one massless photon,
γ, mediate the force. The former two only couple to the left-handed components of the
lepton fields, whereas the Z0 and the photon couple to left- and right-handed fields. The
observable W± bosons are combinations of the two charged fields from the SU(2)L sym-
metry, whereas the Z0 and the photon are mixtures of the two neutral fields emerging from
the SU(2)L and U(1)Y symmetries. The latter mixing is described by the Weinberg angle.

2.1.2 Leptons and the Standard Model

Three types, or flavors, of charged leptons are known: electron (e), muon (µ) and tau (τ).
The number of flavors is not predicted by the Standard Model. From the measurement
of the width of the Z0 boson at the SLC and LEP colliders [11] it was inferred that only
three types of light neutrinos exist. Each charged lepton is assigned a neutrino partner.
The pair is referred to as a generation and interpreted as a left-handed doublet (under
a SU(2) transformation),

(

νl
L, lL

)

, with l = e, µ, τ . A right-handed singlet lR of the
charged lepton accompanies the doublet. Leptons from different generations couple with
the same strength, but differ in mass. Although not required by the Standard Model, the
lepton number, L, is found to be conserved family-wise1, i.e., the number of leptons of a
certain flavor, Ll, is the same in the initial and final state of an interaction (∆Ll = 0).
No evidence for total lepton number violation has been found so far (see review article
in [12]).

2.2 Neutrino oscillations

The picture of neutrinos was revised after the observation of neutrino oscillations. If
neutrinos are massive particles and their flavor (or weak interaction) eigenstates do not
coincide with their mass eigenstates, neutrinos can change their flavor. The first evidence
that the physics of neutrinos deviates from SM assumptions came from the measurement
of the solar neutrino flux and was known as the solar neutrino problem [13]. Later, the at-
mospheric neutrino anomaly, a measured deficit of muon neutrinos from the atmosphere,
could also not be explained in the context of the SM.

1Not taking into account the neutrino oscillations discussed later.



2.2. NEUTRINO OSCILLATIONS 7

In the following a mathematical description of neutrino oscillations is introduced. An
overview of the solar neutrino problem and its interpretation are presented as an example
for the compelling experimental evidence for neutrino oscillations. A summary of recent
experimental results is given at the end of this section. A detailed overview of neutrino
mixing is given in e.g., [14].

2.2.1 Neutrino oscillation parameterization

If neutrinos are massive and the neutrino flavor eigenstates, να (α = e, µ, τ , . . . 2), do
not coincide with the neutrino mass eigenstates, νj (j=1, 2, 3, . . . ), neutrinos of a specific
flavor α can be described as a combination of mass eigenstates:

|να〉 =
∑

j

U∗
αj |νj〉 , (2.1)

where U is a unitary matrix referred to as the Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
matrix.

Using Schrödinger’s equation the time evolution of the neutrino can be calculated. A
neutrino produced with the flavor α which has traveled a distance L can be described as

|να(L)〉 ≈
∑

j

U∗
αje

−i(m2
j/2E)L |νj〉 , (2.2)

where mj is the mass of the jth mass eigenstate and E is the average energy of all mass
eigenstates. Inverting Equation (2.1) and re-inserting it into Equation (2.2) results in

|να(L)〉 ≈
∑

β





∑

j

U∗
αje

−i(m2
j/2E)LUβj



 |νβ〉 . (2.3)

The probability to find the neutrino in a flavor state |νβ〉 after it traveled a distance L
is |〈νβ να(L)〉|2. The observation of such a transition implies that the lepton number is
not conserved family-wise. The probability for a change of neutrino flavor can easily be
calculated for the case of two neutrino flavors. Solar neutrino oscillations are given as an
example later.

Two neutrino case: Assuming only two flavors (να, νβ) and two mass eigenstates
(ν1, ν2), the unitary matrix U in Equation (2.1) is a two-dimensional rotation matrix

U =

[

cos θ sin θ
− sin θ cos θ

]

, (2.4)

2Allowing for more than three flavors, e.g., for sterile or very heavy neutrinos.
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where θ is the (one) mixing angle. For θ = 0◦ the flavor eigenstates do not mix, i.e., flavor
and mass eigenstates are identical. For finite θ the probability for the neutrino to change
flavor, p(να → νβ), is

p(να → νβ) = sin2 2θ sin2

(

∆m2
12

L

4E

)

= sin2 2θ sin2

(

1.27∆m2
12[eV

2]
L [km]

E [GeV]

)

, (2.5)

with ∆m2
12 = m2

1 − m2
2. The first line is in natural, the second line is in real units. The

probability to change flavor depends on the mass squared difference of the mass eigen-
states, the average neutrino energy and the distance the neutrino travels. The neutrino
flavor changes periodically with the distance L, hence the name neutrino oscillations. Note
that for neutrino oscillations to be possible, the mixing angle θ has to be different from
zero and at least one of the two mass terms has to be greater than zero.

Three neutrino case: Assuming three neutrino flavors (νe, νµ, ντ ) the unitary matrix
U becomes a 3 × 3 matrix. A common parameterization is

U =
[

1 0 0
0 c23 s23

0 −s23 c23

]

×
[

c13 0 s13e−iδ

0 1 0

−s13eiδ 0 c13

]

×
[

c12 s12 0
−s12 c12 0

0 0 1

]

×
[

eiα1/2 0 0

0 eiα2/2 0
0 0 1

]

,

(2.6)

where sij = sin θij and cij = cos θij represent the sines and cosines of the three mixing
angles. δ, α1 and α2 are CP -violating phases. The latter two are only of importance if the
neutrino is its own anti-particle (see next section). In total there are six (eight) free pa-
rameters to describe neutrino oscillations: three mixing angles, two mass differences (the
third one is constrained) and one (three) CP -phase(s). The observed neutrino oscillations
can be described as two flavor oscillations (see Section 2.2.3) in most cases.

The calculations presented previously are applicable for oscillations in the absence of
matter and referred to as vacuum oscillations. The probability for changing flavor is altered
in matter due to scattering processes via W±- (only νe) and Z0-exchange (all ν’s) [15, 16].
This is referred to as the Mikheyev-Smirnov-Wolfenstein (MSW) effect. It accounts e.g.,
for the large reduction in the solar neutrino flux.

2.2.2 Solar neutrinos

The sun produces large fluxes of electron neutrinos in a chain of processes. The energy
dependent flux of neutrinos produced in the participating reactions are shown in Figure 2.1
as predicted by the Standard Solar Model (SSM) [17]. The proton-proton fusion (pp chain),
p + p → D + e+ + νe, produces the largest flux of neutrinos with energies of up to about
0.42 MeV. The 7Be-process, 7Be + e− → 7Li + νe, produces mono-energetic neutrinos of
0.86 MeV. Neutrinos with energies of up to 14.06 MeV are emitted in the decay of 8B,
8B → 8Be + e+ + νe.
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In 1968, Ray Davis Jr. and collaborators were the first to measure the solar neutrino
flux at the Homestake gold mine [18]. A tank filled with 100 000 gallons of C2Cl4 served as a
detector. Solar neutrinos were captured by the reaction 37Cl+νe → 37Ar+e−. The thresh-
old for this process is a neutrino energy of 0.81 MeV. Approximately 78% of the captured
neutrinos originate from the 8B-process, about 15% from the 7Be-process. The radioac-
tive 37Ar was extracted and the number of 37Ar atoms counted using a low-background
detector setup. The measured capture rate was (2.56 ± 0.16 ± 0.16) SNU3 [19]. This rate
corresponds to about one-third of the rate predicted by the SSM of (8.1 ± 1.3) SNU [17].

Other radiochemical experiments later confirmed the results from the Homestake ex-
periment. The GALLEX [20], GNO [21] (both Gran Sasso, Italy) and SAGE [22] (Baksan,
Russia) experiments used gallium to capture solar neutrinos in the reaction
71Ga + νe → 71Ge + e− which has a large cross-section for the capture of pp-neutrinos.
The threshold for this process is a neutrino energy of 0.23 MeV. The radioactive 71Ge
atoms were extracted and counted. The measured flux was less than that predicted by
the SSM [23–25].

In the beginning of the 1980ies, the Kamiokande experiment, originally built to search
for proton-decay based on a large water Cherenkov detector, was also used as neutrino
observatory [26]. Neutrinos traversing the water volume scatter off electrons elastically.
The electrons produce Cherenkov light. This light was measured using photomultiplier
tubes yielding not only the energy but also an approximation of the angle of the incident
neutrino. With the directional information first direct evidence was given that neutrinos
emerge from the sun [27]. Due to the threshold of several MeV the experiment was only
sensitive to 8B-neutrinos. The measured flux of (2.80±0.19 ± 0.33) SNU [28] was again
less than the predicted SSM flux. The successor of Kamiokande, the Super-Kamiokande
experiment, yielded compatible results with a precision improved by more than one order
of magnitude [29].

The Sudbury Neutrino Observatory, SNO, used heavy water (D2O) as target medium.
Only electron neutrinos from the 8B-process interact via the charged-current (CC) reaction
νe+D → p+p+e− while all neutrino flavors interact via the neutral-current (NC) reactions
νx +D → νx + p+n and elastic neutrino-electron scattering (ES) νx + e− → νx + e−. The
NC reaction has the same cross-section for all three neutrino flavors while the ES reaction
has a smaller cross-section for muon and tau neutrinos compared to electron neutrinos.
The flux measured in NC reactions is consistent with the SSM prediction [30, 31]. The
charged current and ES measurements indicate a low νe flux. All three measurements are
only consistent with each other if, in addition to the νe flux, a finite νµ+τ flux is assumed.

3The Solar Neutrino Unit, SNU, is defined as 10−36 captures/(atom·s). The first and second errors are
statistical and systematic error, respectively.
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Modifications of the SSM cannot explain all experimental results. Today’s interpreta-
tion is that electron neutrinos are converted into muon and tau neutrinos via oscillations.
With the combined measurement of the electron and the total solar neutrino flux the hy-
pothesis of neutrino oscillations was, for the first time, proved.

The disappearance of electron (anti-)neutrinos was also observed by the KamLAND
experiment, a kilo-ton liquid scintillator experiment. Electron anti-neutrinos from sur-
rounding power plants (with an average distance of 180 km) interact with protons via the
CC reaction νe + p → e+ + n. The observed number of neutrinos is consistent with the
solar neutrino experiments and the oscillation hypothesis [32].

A global analysis of the solar neutrino data and the KamLAND results, assuming a
two-neutrino oscillation, was presented in [31]. The difference of the mass squared of the
two neutrino flavors is labeled ∆m2

⊙, the mixing angle is θ⊙. Figure 2.2 shows the allowed
region in the ∆m2

⊙-tan2 θ⊙-space. The best fit results in ∆m2
⊙ = (8.0+0.6

−0.4) · 10−5 eV2 and

tan2 θ⊙ = 0.45+0.09
−0.07. A three-neutrino oscillation analysis yields consistent results (see

next section).

Figure 2.1: Energy dependent flux of solar neutrinos predicted by the solar model
BS05(OP) [17].

2.2.3 Summary of experimental results

Evidence for neutrino oscillations has been established by experiments with solar, atmo-
spheric, reactor and accelerator neutrinos. From the four (six) free parameters in the
PMNS matrix (Equation (2.6)) all three angles have either been measured or constrained.
The CP -violating phase δ and the two Majorana phases α1 and α2 are not within exper-
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Figure 2.2: Global solar two-neutrino oscillation analysis using solar neutrino and Kam-
LAND data. The star corresponds to the best fit parameters [31].

imental reach yet. Table 2.1 summarizes the neutrino oscillation parameters obtained by
a three-flavor analysis of the experimental data.

Table 2.1: Summary of the neutrino oscillation parameters obtained by a three-flavor
analysis of the experimental data. All values are taken from the references in [12]. The
angles θ⊙ and θatm are the solar and atmospheric mixing angles in the corresponding
two-flavor analysis.

Parameter Measured value

sin2 2θ12 ≈ sin2 2θ⊙ 0.86+0.03
−0.04 [31]

sin2 2θ23 ≈ sin2 2θatm > 0.92 (90% C.L.) [33]
sin2 2θ13 < 0.19 (90% C.L.) [34]

∆m2
21 (8.0+0.4

−0.3) · 10−5 eV2 [31]
|∆m2

32| (1.9 − 3.0) · 10−3 eV2 [35]
best fit: 2.4 · 10−3 eV2

δ, α12, α2 -

The value of θ13 is bound to sin2 2θ13 . 0.19 (90% C.L.) from reactor experiments.
This implies that the mass eigenstate ν3 has a very small component of the flavor eigen-
state νe. As no oscillations νµ → νe have been observed, the atmospheric oscillations
are interpreted as two-neutrino oscillations νµ → ντ . Hence, the angle θ23 approximately
corresponds to the atmospheric angle θatm, i.e., θ23 ≈ θatm. Similarly, the solar neutrino
oscillations are interpreted as two-neutrino oscillations with θ12 ≈ θ⊙. The sign of the
mass difference ∆m2

32 is not known whereas the sign of ∆m2
21 is known. The latter is

determined in the framework of the MSW effect.
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As the CP -violating phase δ never appears as an isolated term but always in conjunc-
tion with all mixing angles, a small angle θ13 also implies that any CP -violation effect is
small, independent of the value of δ.

It is possible to decompose the mass eigenstates into flavor eigenstates by inverting
Equation (2.1). As the sign of ∆m2

32 cannot be measured in oscillation experiments,
it is unknown which of the two pairs, the solar or the atmospheric, is the heavier one.
Two possible hierarchies are distinguished: the normal hierarchy with ∆m2

32 > 0 and the
inverted hierarchy with ∆m2

32 < 0. Both are depicted in Figure 2.3. If the mass of the
lightest neutrino is much larger than the mass differences, the hierarchy is referred to as
quasi-degenerate.
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Figure 2.3: Normal and inverted hierarchy. The cross-, right- and left-hatched areas give
the contributions of the electron, muon and tau neutrino flavor eigenstates to the neutrino
mass eigenstates.

2.3 Neutrino mass terms and measurements

The observation of neutrino oscillations implies that neutrinos are massive particles. The
SM was extended accordingly. As neutrino oscillations only depend on mass differences the
absolute scale of neutrino masses cannot be inferred from oscillation experiments. Only a
lower limit of m & 40 meV on the heaviest neutrino mass can be set from the maximal
mass difference. Other direct and indirect measurements were so far only able to set upper
limits of about 1–2 eV on the neutrino mass scale.

2.3.1 Neutrino mass terms

Within the framework of the SM neutrinos were originally assumed to be massless. In
order to accommodate finite neutrino masses additional mass terms were added to the SM
Lagrangian. Until then, the SM only described interactions of left-handed neutrino fields,
denoted νL; right-handed components, νR, did not participate in the SM interactions. For
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massive leptons left- and right-handed fields exist. The mass term couples left- and right-
handed fields. Right-handed neutrino fields are thus included in order to accommodate
such a Lagrangian for neutrinos:

LD = −mDνLνR + h.c. , (2.7)

where mD is the mass of the neutrino. The subscript D refers to the Dirac-nature of the
neutrino. Similar to charged leptons, the Lagrangian LD conserves the lepton number for
neutrinos. A neutrino, ν, and its anti-particle, ν, are two distinct particles. In this case
neutrinos are referred to as Dirac neutrinos.

As the neutrino does not carry electrical charge or color, it could be its own anti-
particle, i.e., ν = ν. The lepton number would not be conserved. In this case neutrinos
are referred to as Majorana neutrinos. In addition to LD, a second mass term becomes
possible, connecting the neutrino and its charge conjugate

LM = −mMνc
RνR + h.c. , (2.8)

where mM is referred to as the Majorana mass. Lepton number conservation is not required
by the SM and hence a mass term such as LM can be accommodated in the framework.

The see-saw mechanism [36, 37] is a theoretical approach to explain the smallness of
the neutrino masses compared to the masses of charged leptons and quarks. It includes
both Dirac and Majorana mass terms, implying that the neutrino is its own anti-particle.
Neutrinoless double beta-decay is so far the only experimental probe of the nature of the
neutrino. It will be discussed in Section 2.4.

2.3.2 Neutrino mass measurements

Neutrino masses are experimentally determined both directly and indirectly.

An indirect determination of the absolute neutrino mass scale comes from cosmology.
The most model independent limit comes from the closure density of the universe. The
best limit comes from the density of large scale structures. As neutrinos have small masses,
structures on small scales are washed out. Depending on the data sets used and the models
assumed, the limits are of the order of

∑3
i=1 mi < O(1) eV. For an overview see e.g., [38].

Decays of unstable particles or nuclei where one of the daughter particles is a neu-
trino allow direct mass measurements. The mass of the neutrino is estimated from the
kinematics of the visible daughter particles. If the neutrino is a Majorana particle, the
rate of neutrinoless double beta-decay, discussed in Section 2.4, can also be used to obtain
information about the neutrino mass. It should be mentioned that the measured mass pa-
rameter is not the same in different experiments due to the mismatch of mass and flavor
eigenstates.
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Measurements of the effective electron, muon and tau neutrino masses: The
effective neutrino mass for a flavor α is the weighted average of the masses of the mass
eigenstates:

〈mνα〉 =

√

∑

i

|Uαi|2 m2
i , (2.9)

where the sum runs over all mass eigenstates and Uαi are the matrix elements of the
PMNS matrix. Note that cancellations due to CP -phases cannot occur, as only the ab-
solute value of the terms Uαi occur. Note also that the Dirac or Majorana nature of the
neutrino cannot be inferred from these mass parameters.

The effective electron neutrino mass can be deduced from beta-decay experiments in
which the shape of the electron energy spectrum around the endpoint energy is measured.
In this region, the shape of the spectrum depends on the mass of the electron neutrino.
The most prominent example is the measurement of the endpoint energy in tritium-decays
as performed by the recent Mainz [39] and Troitsk [40] experiments. Today’s best limit
is 〈mνe〉 < 2.3 eV (95% C.L.) [41]. Future experiments, such as the KATRIN experiment
in Karlsruhe, will probe the effective electron neutrino mass down to a level of about
200 meV [42].

A limit on the effective muon neutrino mass can be set from the decays of positively
charged pions at rest via π+ → µ+νµ. Knowing the masses of the pion, mπ, and the muon,
mµ, and measuring the muon momentum, pµ, the muon neutrino mass can be written as

〈

mνµ

〉2
= m2

π + m2
µ − 2mπ

√

p2
µ + m2

µ . (2.10)

The current best limit is
〈

mνµ

〉

< 170 keV (90% C.L.) [43]. New experiments like NuMass
aim at a sensitivity of about 8 keV in the effective muon neutrino mass [44].

Similarly, the measurement of the final state of tau-decays in e+e−-colliders is used to
set limits on the effective tau neutrino mass. The current best limit is
〈mντ 〉 < 18.2 MeV (95% C.L.) [45].

2.4 Double beta-decay

Double beta-decay is a rare, second order weak process. A nucleus of charge Z and atomic
number A decays into a nucleus of charge Z ± 2 while leaving A unchanged. The sign
depends on the type of beta-decay. In the following, β−-decay is assumed. This nuclear
transition has two modes, the neutrino accompanied double beta-decay (2νββ) and the
neutrinoless double beta-decay (0νββ). Both are depicted in Figure 2.4 (left) and can be
written as

2νββ : (Z, A) → (Z + 2, A) + 2e− + 2νe , (2.11)

0νββ : (Z, A) → (Z + 2, A) + 2e− . (2.12)
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The 2νββ-decay process was first discussed in 1935 [46]. Two electrons and two electron
anti-neutrinos are emitted during the nuclear transition. The total kinetic energy, the
Q-value of the decay, is shared between the four leptons (neglecting the recoil energy of
the daughter nucleus). The spectrum of the sum of the kinetic energies of both electrons is
continuous and ranges up to the Q-value with a maximum at around Q/3. It is depicted in
Figure 2.4 (right) where the energy is normalized to the Q-value. The 2νββ-decay process
conserves the total lepton number as the number of leptons in the initial and final state
is the same (and equal to zero). It has been observed in several nuclei.

In the 0νββ-decay process, first discussed in 1937 [47, 48], only two electrons are emit-
ted; the two neutrinos annihilate. The neutrino has to be its own anti-particle, i.e., of
a Majorana nature, to make this possible. The total kinetic energy in the 0νββ-decay
process is therefore shared between the two emitted electrons only (again neglecting the
recoil energy of the daughter nucleus). Figure 2.4 (right) shows that the sum spectrum
of the kinetic energies of the electrons is a sharp peak at the Q-value. The 0νββ-decay
process does not conserve the total lepton number as the number of leptons in the initial
state is zero and the electron lepton number in the final state is +2. It should be noted
that 0νββ-decay could not only be mediated by Majorana neutrinos but also by other
(non-SM) particles (see, e.g., [49, 50]). However, it can be shown that if 0νββ-decay is
observed the neutrino is of Majorana nature [51].

n p

n p

νe

n p

n p

e

e

e

e

νeeν = 

−

−
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−

νe

2νββ 0νββ
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Figure 2.4: Left: The two channels of double beta-decay. In the 2νββ-decay process two
electrons and two electron anti-neutrinos are emitted. Lepton number is therefore con-
served. In the 0νββ-decay process only two electrons are emitted while the (Majorana)
neutrinos annihilate. Lepton number is violated. Right: Sum spectra of the electron ki-
netic energies for 2νββ- and 0νββ-decay as described in the text. The former is continuous
up to the Q-value while the latter is a sharp peak at the Q-value.

Double beta-decay is only observable for nuclei for which the daughter product of
a single beta-decay is heavier than the initial nucleus. Single beta-transitions are thus
forbidden. This is only possible in even-even nuclei due to the strong binding energy.
Otherwise, any competitive (single) beta-decay will make it nearly impossible to observe
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double beta-decay. About 35 nuclei are known which fulfill this requirement. As an ex-
ample, Figure 2.5 shows the isobars for A = 76 [52]. The mass of 76Ge is less than that of
76As and larger than that of 76Se. Double beta-decay is thus possible for the germanium
isotope 76Ge.

Figure 2.5: Isobars for A = 76 [52]. The mass of 76Ge is less than that of 76As, but larger
than that of 76Se.

The decay rate of any double beta-decay process can be calculated using Fermi’s golden
rule:

1/T 2νββ
1/2 = Γ2νββ = G2ν(Q, Z) · |M2ν |2 , (2.13)

1/T 0νββ
1/2 = Γ0νββ = G0ν(Q, Z) · |M0ν |2 · 〈mν〉2 , (2.14)

where the phase space factors G2ν(Q, Z) and G0ν(Q, Z) depend on the Q-value and the
nuclear charge Z. The rates of the 2νββ- and 0νββ-processes scale with Q11 and Q5, re-
spectively. M2ν and M0ν denote the nuclear matrix elements which describe the hadronic
part of the decay. The factor 〈mν〉 is referred to as the effective Majorana neutrino mass.
The neutrinos are created in the electron flavor eigenstate. They can be decomposed
into mass eigenstates using the PMNS matrix. The effective Majorana neutrino mass is
therefore the coherent sum over the neutrino mass eigenstates,

〈mν〉 =

∣

∣

∣

∣

∣

∑

i

miU
2
ei

∣

∣

∣

∣

∣

=
∣

∣

∣
m1 · |Ue1|2 + m2 · |Ue2|2 · ei(α2−α1) + m3 · |Ue3|2 · ei(−α1−2·δ)

∣

∣

∣
.

(2.15)

Note that cancellations of terms might occur due to the CP -violating phases. Note
also that this effective mass does not correspond to the effective mass observed in tritium
experiments in which cancellations cannot occur.

In summary: the neutrino has to be a Majorana particle with a finite mass in order to
make 0νββ-decay possible.
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2.4.1 Extraction of mass parameters

The observable quantity in double beta-decay experiments is the half-life, T 0νββ
1/2 , of the

process. It is connected with the effective Majorana neutrino mass via Equation (2.14). In
order to relate the half-life of the 0νββ-process to the effective Majorana neutrino mass,
the two additional terms on the right hand side of the equation have to be known. The
phase space factor G0ν(Q, Z) is calculable to sufficient precision while the calculation of
the nuclear matrix element M0ν shows rather large uncertainties.

In case of an observation of 0νββ-decay the effective Majorana neutrino mass can be
related to the lightest neutrino mass, depending on the neutrino mass hierarchy. Fig-
ure 2.6 shows the effective Majorana neutrino mass as a function of the lightest neutrino
mass. The two outer bands represent the best fit and 3 σ-uncertainties of the oscillation
parameters used for the two possible hierarchies. The light band represents the inverted
and the dark band the normal hierarchy [53, 54]. As noted previously, cancellations due
to CP -violating phases can result in small effective masses for the normal hierarchy.

Nuclear matrix elements The nuclear matrix elements in Equations (2.13) and (2.14)
are calculable in at least two different approaches: the Nuclear Shell Model (see e.g., [55, 56])
and the Quasi Random Phase Approximation (QRPA) (see e.g., [57, 58]). The calcula-
tions of the M0ν elements are calibrated using the measured 2νββ-rates. In the QRPA
approach nuclear model parameters, in particular the particle-particle strength parameter,
gpp, can be fixed with this additional information. Calculations are available for several
isotopes. For a single isotope the spread between different calculations is of the order of
30%. The M0ν matrix elements calculated in the QRPA approach are listed in Table 2.2
in the next section.

2.4.2 Experimental considerations

As 0νββ-decay is predicted to be an extremely rare process, it is limited in sensitivity by
signal statistics and by the amount of observed background. The following considerations
enter into the design of a double beta-decay experiment:

• A good energy resolution to distinguish 2νββ-decays from 0νββ-decays kinemati-
cally.

• The rate of 0νββ-decay scales with Q5. An isotope with a high Q-value is therefore
expected to have a shorter half-life (Note that the rate of 2νββ-decay scales with
Q11). Most double beta-decay experiments use isotopes with a Q-value larger than
2 MeV.

• The amount of background in the region of interest around the Q-value has to be
sufficiently low. A large Q-value is advantageous due to the decreasing number of
possible background contributions from radioactive decays as Q increases.
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Figure 2.6: Effective Majorana neutrino mass, 〈mν〉, as a function of the lightest neutrino
mass, m. The light band corresponds to the inverted mass hierarchy, the dark band to
the normal mass hierarchy. The mixing angle θ13 is assumed to be zero [53, 54]. The
inner (outer) bands correspond to calculations without (with) the 3 σ-uncertainties on the
oscillation parameters.

• A large target mass increases the number of possible decays. The background typ-
ically scales with the total mass (integrated over all isotopes), whereas the signal
scales only with the double beta-isotope under consideration. A high natural abun-
dance or isotopic enrichment will therefore lead to a better signal-to-background
ratio.

• The signal efficiency has to be as high as possible.

• The background has to be as low as possible.

In the following, the background index is defined as the number of observed back-
ground events per kg (of total mass), per keV of the spectrum in the region of interest,
per year and denoted counts/(kg·keV·y). An estimate of the sensitivity of double beta-
decay experiments and the influence of the background are discussed in Chapter 4.

The number of observed 0νββ-events, N , is related to the half-life of the process,
T 0νββ

1/2 . For a measuring time t ≪ T 0νββ
1/2 the half-life can be expressed as

T 0νββ
1/2 ≈ ln 2 · κ · M · ǫsig ·

NA

MA
· t

N
, (2.16)

where κ is the mass fraction of the isotope under study, M is the total mass and ǫsig is
the signal efficiency. NA is Advogadro’s number and MA is the atomic mass of the isotope.
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Experiments are carried out to search for double beta-decay of different isotopes. Ta-
ble 2.2 presents a selection of isotopes for which the experimentally important Q-value
and natural abundances together with today’s best limit on 0νββ-decay are summarized.
Also shown are the measured half-lives for the 2νββ-decay. The claim of a discovery of
0νββ-decay of 76Ge is discussed in the next section.

Table 2.2: Q-value and natural abundance of possible candidates for 0νββ-decay. Also
summarized are the current measurements of the 2νββ-decay (average values taken
from [59]) and the current best limits on 0νββ-decay. The nuclear matrix elements are
taken from [57]. In the case of 76Ge enriched material was used.

Isotope Q-value M0ν Nat. ab. κ T 2νββ
1/2 T 0νββ

1/2

[keV] [%] [y] [y] (90% C.L.)
76Ge 2 039 2.40 ± 0.07 7.8 (1.5 ± 0.1) · 1021 > 1.9 · 1025 [60]
82Se 2 995 2.12 ± 0.10 9.2 (1.0 ± 0.1) · 1020 > 1.0 · 1023 [61]
100Mo 3 034 1.16 ± 0.11 9.6 (7.1 ± 0.4) · 1018 > 4.6 · 1023 [61]
116Cd 2 809 1.43 ± 0.08 7.5 (3.0 ± 0.2) · 1019 > 1.7 · 1023 [62]
130Te 2 530 1.47 ± 0.15 34.5 (0.9 ± 0.1) · 1021 > 1.8 · 1024 [63]

2.4.3 Search for neutrinoless double beta-decay of 76Ge

The germanium isotope 76Ge is a possible candidate for 0νββ-decay. It cannot decay into
76As through a single beta-decay but into 76Se via double beta-decay (see Figure 2.5). Its
Q-value, denoted Qββ in the following, is 2 039 keV [64]. Germanium has two advantages
compared to other isotopes: (1) it is the purest producible material in crystalline form
and therefore has a very low content of intrinsic background sources, and (2) germanium
crystals are semiconductors. This allows to use germanium as source and detector simul-
taneously. Very high signal efficiencies of above 90% are achievable for large cylindrical
detectors. However, isotopic enrichment in 76Ge is considered necessary for germanium
double beta-decay experiments, because the natural abundance is only 7.8%.

The two most sensitive germanium double beta-decay experiments were the IGEX [1]
(Canfranc, Spain) and Heidelberg-Moscow [2] (Gran Sasso, Italy) experiments. Both ex-
periments used isotopically enriched germanium detectors.

The IGEX experiment ran from 1991 to 2000 with a total exposure of 8.8 kg·years
(117 mole·years). The background index encountered was 0.17 counts/(kg·keV·y). A

lower limit on the half-life of 0νββ-decay of T 0νββ
1/2 > 1.6 · 1025 y was deduced from the

spectrum in the region of interest, depicted in Figure 2.7 (left).

The Heidelberg-Moscow (HdM) experiment ran from 1990 to 2003 with a total expo-
sure of 71.1 kg·years and a background index of 0.11 counts/(kg·keV·y). The final energy
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spectrum is shown in Figure 2.7 (right). Parts of the HdM collaboration interpret the peak
at Qββ as a result of the decay under study and claim a discovery with 4.2 σ significance

and a half-life of T 0νββ
1/2 = 1.2+0.4

−0.2 y [2]. An earlier publication presented a lower limit of

T 0νββ
1/2 > 1.9 · 1025 y [60].

Figure 2.7: Left: Energy spectrum measured in the IGEX experiment for a total exposure
of 8.8 kg·years (117 mole·years) [1]. The open and black histograms correspond to the
energy spectrum without and with the application of pulse shape analysis, respectively.
The black curve represents the 90% C.L. upper limit on the number of 0νββ-events. Right:
Energy spectrum measured in the HdM experiment for a total exposure of 71.1 kg·years [2].
The dashed line represents the estimated background level. The black curves represent
fits to γ-lines in the vicinity of the Qββ-value.

Two experiments to search for 0νββ-decay of 76Ge are planned. The Majorana exper-
iment [65, 66] in the U.S. will operate about 200 kg enriched germanium detectors in con-
ventional cryostats and shielding. A massive effort is being devoted to produce ultra-pure
materials for the crystal environment. The GERmanium Detector Array, GERDA [3],
is currently under construction in the Gran Sasso underground laboratory, Italy. It is
described in more detail in Chapter 3.



Chapter 3

The GERDA experiment

The GERmanium Detector Array, GERDA [3], is a new experiment to search for 0νββ-
decay of 76Ge. It is currently being installed in the Hall A of the INFN Gran Sasso
National Laboratory (LNGS), L’Aquila, Italy. Its main design feature is to operate bare
germanium detectors directly in a cryogenic liquid and minimize the amount of high-Z
material in their vicinity.

The first objective of the experiment is to verify or reject the recent claim of discovery
of 0νββ-decay [2]. In case the discovery is verified, the statistical significance of the obser-
vation is expected to be improved. If the claim is rejected, an improved lower limit on the
half-life of the 0νββ-process can be set. Emphasis is placed on the reduction of background.
The design goal is to reach a background index of less than 10−3 counts/(kg·keV·y) in the
region of interest. This is two orders of magnitude below the background level reached in
previous experiments. A lower limit on the half-life of T 0νββ

1/2 > 13.5 · 1025 y can be set

with the envisioned total exposure of 100 kg·years 1.

The concept of the experiment is based on ideas presented in [67]. The location and
technical realization of the project are discussed in the following. This chapter closes
with the status of the GERDA experiment as of Winter 2006/07. Separate chapters on
germanium detectors (Chapter 5) and background reduction techniques (Chapter 6) follow
and complete the description of the main features of the experiment.

3.1 Concept

Based on the experiences from recent double beta-decay experiments strategies were de-
veloped to reduce the background in new experiments. Sources of background are cos-
mogenically produced radioactive isotopes in the detectors, muon induced neutrons and
electromagnetic showers, and radioactive isotopes in the surrounding of the detectors. The
strategies incorporated in the concept of GERDA are summarized here:

1For a calculation of the sensitivity of GERDA see Chapter 4.
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• Choice of location: cosmic radiation makes low background experiments at sea level
impossible due to hadron and muon induced background and cosmogenic activation.
In order to attenuate the flux of cosmic muons and to shield the hadronic component
of the cosmic radiation the experiment is located underground.

• Choice of materials: as most of the radioactive background comes from natural
decay chains, materials are chosen which have minimal radio-impurities (often levels
of the order of µBq/kg are aimed at). Screening experiments are carried out and
intercomparisons between different measuring techniques are needed to verify such
levels.

• Reduction of material: even with radio-pure materials it is important to reduce the
amount of high-Z material close to the detectors. The operation of germanium de-
tectors in an ultra-pure cryogenic liquid allows to remove the conventional cryostats.
Instead, especially designed detector suspensions are developed which use a mini-
mum of material to support the germanium crystals.

• Shielding: the GERDA design foresees a multi-layer shielding to reduce external
radiation. Water as the outermost shell acts as neutron absorber and moderator. A
steel cryostat with copper lining shields external γ-radiation. The cryogenic liquid
which surrounds the detector array further suppresses external γ-radiation as well
as radiation from the cryostat itself.

• Waiting: the half-lives of the cosmogenically produced isotopes 60Co and 68Ge are
5.3 y and 271 d, respectively. Storing the detectors underground and simply waiting
will reduce the number of radioactive nuclei.

GERDA will use enriched high-purity germanium detectors as source and detector si-
multaneously. In contrast to previous experiments the detectors are not cooled by a copper
cooling finger but are directly inserted into the center of a multi-meter cryogenic buffer.
The baseline design foresees liquid argon as buffer. Liquid argon can be produced with a
much greater purity than lead or even copper traditionally used for shielding. The cryo-
genic liquid will be contained in a copper-lined steel vessel and surrounded by a buffer of
ultra-pure water. The 10 m diameter water tank will be instrumented with photo multipli-
ers in order to collect Cherenkov light from traversing cosmic muons. The super-structure
is mechanically independent of the water tank. A clean room on top of the super-structure
houses a lock through which the detectors are inserted into the cryogenic buffer. Plastic
scintillator plates on top of the clean room complete the muon veto. Figure 3.1 shows the
Hall A of the LNGS before the construction of the GERDA infrastructure (left) and an
engineer’s view of the experiment (right).

Detectors enriched in the isotope 76Ge to a level of about 86% will be deployed as well
as reference detectors made out of natural germanium. A phased approached is chosen for
the experiment.
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Figure 3.1: Left: Hall A of the LNGS before the construction of the GERDA infrastruc-
ture. Right: Engineer’s view of the experiment.

In the first phase (Phase I) detectors which were previously operated by the IGEX [1]
and HdM [2] collaborations will be re-deployed. The enriched detectors have a mass of ap-
proximately 18 kg in total. For Phase I the envisioned background index is
10−2 counts/(kg·keV·y). The estimated 90% probability lower limit on the half-life of

0νββ-decay, assuming an exposure of about 15 kg·years, is T 0νββ
1/2 > 2 · 1025 y.

The detectors for the second phase (Phase II) are still under construction. Approx-
imately 20 kg of enriched germanium will be used in addition. The background index
aimed at is 10−3 counts/(kg·keV·y). An exposure of 100 kg·years is expected resulting

in an expected lower limit on the half-life of T 0νββ
1/2 > 13.5 · 1025 y. A 1 000 kg-scale ex-

periment is under discussion in cooperation with the Majorana collaboration in a later
phase (Phase III).

Novel approaches for the identification and reduction of background events are devel-
oped for and discussed in the context of GERDA. These range from the use of segmented
germanium detectors in Phase II [68, 69] to the instrumentation of liquid argon as an
active veto against photons [70–72]. An overview of the background reduction techniques
developed is given in Section 6.4 after the main sources of background are discussed.

3.2 Location of the experiment - LNGS

The GERDA experiment will be located in the Hall A of the INFN Gran Sasso National
Laboratory (LNGS), L’Aquila, Italy. It is the worlds largest underground facility for low-
background experiments with three halls (each about 100 m times 20 m times 18 m in
size). The halls are accessed from a 10 km long freeway tunnel under the Gran Sasso
mountains. A large variety of experiments is hosted in the LNGS, most of them focussed
on dark matter or neutrino physics.
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The overburden of 1 400 m of rock (corresponding to 3 400 meter of water equivalent,
m.w.e.) reduces the external muon flux induced by cosmic rays by a factor of one million
compared to the surface. The neutron flux is reduced by a factor of one thousand com-
pared to the surface. The content of uranium and thorium in the rock is low. The flux of
muons and the activity of radioactive isotopes in the walls of the tunnel are well known.

The location of GERDA is indicated in Figure 3.2 which shows a floor plan of the
LNGS laboratory. It is juxtaposed by the Large Volume Detector (LVD) experiment from
the north and restricted by a service tunnel from the south. Parts of the cryogenic system,
such as tanks for the cryogenic liquid, will be located in the service tunnel towards the
east.

Figure 3.2: Floor plan of the LNGS. The GERDA experiment will be located in Hall A
situated between the LVD experiment and a service tunnel.

3.3 Technical realization

The baseline design for the GERDA experiment as of Winter 2006/07 is presented in
the following. Since the experiment is still under construction, parts of the design or
construction might undergo a revision. Technical details can be found in [73].

3.3.1 Active detector components

The detector has two active sub-systems, the array of germanium detectors and the muon
veto system.

Germanium detectors: The detector array consists of hexagonally packed detectors
with up to 5 layers. Up to 19 detectors can be placed per layer. The horizontal distance
between the centers of two detectors is 9 cm. The vertical clearance between two detectors
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is 5 cm. The array is divided into strings of vertically aligned detectors. Figure 3.3 (left)
shows a seven string array of germanium detectors as designed for the Phase II of the
GERDA experiment. The same figure (right) shows a top view of the full array indicat-
ing the possible positions for the Phase I and Phase II detector strings as well as for the
calibration sources.

The Phase I detectors are p-type diodes with a cylindrical closed-ended coaxial geom-
etry. The detectors are enriched in 76Ge to a level of about 86% and have masses between
0.9 kg and 2.9 kg.

The detectors for Phase II will be cylindrical true coaxial n-type diodes. The precise
size of the detectors will depend on manufacturing details. The most likely dimensions
are a height of 70 mm and a diameter of 75 mm. The detectors will be segmented. The
segmentation scheme under consideration is a 6-fold segmentation in the azimuthal an-
gle φ and a 3-fold segmentation in the height z. Light-weight holders were designed for
the Phase II detectors together with a novel contacting scheme. The holders are made out
of approximately 30 g of copper. Figure 3.4 (left) shows a Phase II prototype detector
mock-up with its cabling and holder structure.

Figure 3.3: Left: An array of 7 × 5 germanium detectors as described in the text. Right:
Top view of the full array indicating the possible positions for the Phase I and Phase II
detector strings as well as for the calibration sources.
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Figure 3.4: Left: A Phase II detector mock-up with its cabling scheme and holder struc-
ture. Right: Unloading of the GeO2 from the transport container in Munich.

Muon veto: The muon veto consists of two parts: the instrumented water tank oper-
ated as a Cherenkov detector and the plastic scintillator plates on top of the clean room.

66 photomultiplier tubes (PMTs) will be installed on the walls of the water tank. Six
PMTs will be positioned in an optically screened pillbox below the cryostat. Monte Carlo
studies were performed to find the most efficient positioning of the PMTs. Cosmic muons
traversing the water buffer will cause Cherenkov radiation which will be collected by the
PMTs. The efficiency to detect such muons is about 95% depending on the incident angle.
The PMTs will be encapsulated in a stainless steel housing with a polyethylene window.
The design is close to that used in the Borexino experiment [74].

The plastic scintillator will be triggered by traversing muons. It is designed to detect
those muons which enter the detector almost vertically. It completes the muon veto and
compensates for the missing water volume around the neck of the cryostat. The combined
detection efficiency of muons is expected to be about 99%.

3.3.2 Water tank and cryogenic vessel

The water tank will be made out of stainless steel. It will have an outer diameter of 10 m
and a height of about 8 m resulting in a water volume of approximately 630 m3. The tank
will be filled with ultra-pure water.

The cryostat will be placed inside the water tank and made out of stainless steel with
an internal copper shield. The vessel height will be 5.6 m (8.9 m with the neck) while
the outer diameter is foreseen to be 4.2 m. A total of approximately 98 t of liquid argon
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will be stored inside the cryostat. The thickness of the copper shield will depend on the
radio-purity of the steel and has yet to be determined. The required upper limit on the
contamination of the ultra-pure argon is of the order of several 10−16 g/g for 232Th and
238U.

3.3.3 Super-structure and clean room

The super-structure is composed of a platform and three levels of laboratory cabins on
the back of the water tank. A class 10 000 clean room with radon-reduced air will be built
on top of the platform. It will house a lock through which detector strings are inserted
into and removed from the cryogenic volume. Detector handling will be performed in
flow-boxes and a detector mounting station which will reach class 100. The lock consists
of a rail system which allows to move detector strings into their correct position and lower
them into the cryostat. In addition, the clean room will be used to temporarily store
germanium detectors under a controlled atmosphere of gaseous argon. Final preparations
and testing of the germanium detectors will also be done here.

3.3.4 Electronics and data acquisition system

Several designs for the pre-amplifiers for the germanium detectors and the data acquisition
system are studied. For details on the development of the electronics see [75, 76]. Tests
of the electronics with a string of germanium detectors are planned for the near future.

3.4 Status of the experiment

The construction of the GERDA infrastructure is expected to start in 2007. The com-
missioning of the detector and the first data taking are planned to start within two years
after the beginning of the construction work.

The Phase I detectors were taken out of their cryostats and will be refurbished. The
contacting will be changed and the diodes will be mounted onto new holders in order to fit
into the detector strings. First tests of the refurbishing and mounting procedures yielded
promising results. The detectors are currently at the manufacturer’s site. They will be
tested in the Gerda Detector Lab at the LNGS.

A total of 37.5 kg of enriched germanium was produced via ultra-centrifugation of
gaseous GeF4. The centrifugation and the subsequent chemical transformation of the
material into GeO2 were performed in Zelenogorsk, Russia. The chemical purity was mea-
sured to be > 99.9%. The isotopic enrichment in 76Ge was measured to be 86-88%. A
special transport container was designed and built in cooperation with the Institute of
Nuclear Research in Moscow to reduce the activation of the germanium due to cosmic
radiation. The GeO2 was sent to Munich where it was weighed and then transferred to
the HADES underground facility [77]. It is currently stored at a depth of about 500 m.w.e.
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In a next step the material will be purified to 6N (99.9999%) which is referred to as elec-
tronic grade. Once the purification is done the material will be further purified to >9N
by zone refinement and to 11N–12N by crystal growing via the Czochralksi method. The
final processing step is the production of detectors from the germanium crystals. Several
options for the production of the Phase II detectors are being investigated at the moment.
Figure 3.4 (right) shows the unloading of the GeO2 from the transport container in Munich.



Chapter 4

Sensitivity of the GERDA
experiment

The sensitivity of low background experiments is determined by the number of observed
signal and background events. Common approximations, valid only for large numbers,
fail for the small number of events encountered. A Bayesian analysis of the probability
of a signal in the presence of background is developed [78], and criteria are proposed for
claiming evidence for, or the discovery of a signal. The analysis is independent of the
physics case and can be applied to a variety of situations.

Model comparisons from a Bayesian perspective have been discussed extensively in
the literature [79]. These analyses typically calculate the odds for one model to be correct
relative to the other(s) [80]. Here, a somewhat different approach was taken in that a
procedure for claiming a discovery is proposed - i.e., for claiming that known processes
alone are not enough to describe the observation.

Predictions about possible outcomes of an experiment are based on calculated distri-
butions of observables. As an approximation, ensembles, sets of Monte Carlo data which
mimic the expected distribution, are generated and analyzed. The frequency distributions
of output parameters of the Bayesian analysis are interpreted as probability densities and
are used to evaluate the sensitivity of the experiment to the process under study. As an
example, the analysis method is used to estimate the sensitivity of the GERDA experi-
ment to neutrinoless double beta-decay.

First, the analysis strategy is introduced in Section 4.1. The generation of ensembles
and the application of the method is discussed in Section 4.2. In Section 4.3 the sensitivity
of the GERDA experiment is evaluated.

29
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4.1 Spectral analysis

A common situation in the analysis of data is that two types of processes (referred to as
signal and background in the following) potentially contribute to a measured spectrum.
The basic questions are: What is the contribution of the signal process to the observed
spectrum? What is the probability that the spectrum is due to background only? Given
models for the signal and the background, what is the (most probable) number of signal
events in the spectrum? In case that no signal is observed, what is the limit that can be
set on the signal contribution? The analysis method introduced here is based on Bayes’
Theorem and developed to answer these questions. It is particularly suitable for spectra
with a small number of events.

The assumptions for the analysis are

• The spectrum is confined to a certain region of interest.

• The spectral shape of a possible signal is known.

• The spectral shape of the background is known1.

• The spectrum is binned and the number of events in each bin follows a Poisson
distribution.

The analysis consists of two steps. First, the probability that the observed spectrum
is due to background only is calculated. If this probability is less than an a priori defined
value, the discovery (or evidence) criterion, the signal process is assumed to contribute to
the spectrum and a discovery (or evidence) is claimed. If the process is known to exist,
this step is skipped. If discovery is claimed the signal contribution is estimated in a second
step. Otherwise an upper limit for the signal contribution is calculated.

4.1.1 Hypothesis test

In the following H1 denotes the hypothesis that the observed spectrum is due to back-
ground2 only; the negation, interpreted here as the hypothesis that the signal process
contributes to the spectrum, is labeled H2. The conditional probabilities for the hypothe-
ses H1 and H2 to be true given the measured spectrum are labeled p(H1|data, I) and
p(H2|data, I), respectively. The I represents all additional information used to propose
the hypotheses. The conditional probabilities obey the following relation:

p(H1|data, I) + p(H2|data, I) = 1 . (4.1)

1This assumption and the previous can be removed in a straightforward way with the introduction of
additional prior densities.

2In this analysis the shape of the background spectrum is assumed to be known. Only the overall level
of background is allowed to vary. The case of unknown background sources contributing to the measured
spectrum could be incorporated, but is ignored here.
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The conditional probabilities for H1 and H2 are calculated using Bayes’ Theorem:

p(H1|data, I) =
p(data|H1, I) · p0(H1|I)

p(data|I)
(4.2)

and

p(H2|data, I) =
p(data|H2, I) · p0(H2|I)

p(data|I)
, (4.3)

where p(data|H1, I) and p(data|H2, I) are the conditional probabilities to find the observed
spectrum given that the hypothesis H1 is true or not true, respectively, and p0(H1|I) and
p0(H2|I) are the prior probabilities for H1 and H2

3. The values of p0(H1|I) and p0(H2|I)
are chosen depending on the additional information, I, such as existing knowledge from
previous experiments and model predictions. In the following, the symbol I is dropped
for simplicity. The probability p(data) is written as

p(data) = p(data|H1) · p0(H1) + (4.4)

p(data|H2) · p0(H2) .

The probabilities p(data|H1) and p(data|H2) can be decomposed in terms of the ex-
pected number of signal events, S, and the expected number of background events, B:

p(data|H1) =

∫

p(data|B) · p0(B) dB , (4.5)

p(data|H2) =

∫

p(data|S, B) · p0(S) · p0(B) dS dB ,

where p(data|B) and p(data|S, B) are the conditional probabilities to obtain the measured
spectrum. Further, p0(S) and p0(B) are the prior probabilities for the number of signal
and background events, respectively. They are assumed to be uncorrelated.

The observed number of events in the ith bin of the spectrum is denoted ni. The fluc-
tuations in the bins of the spectrum are assumed to be uncorrelated. Then the probability
to observe the measured spectrum is simply derived by multiplying the probabilities for
each bin. The expected number of events in the ith bin, λi, can be expressed in terms of
S and B:

λi = λi(S, B) (4.6)

= S ·
∫

∆Ei

fS(E) dE + B ·
∫

∆Ei

fB(E) dE ,

where fS(E) and fB(E) are the normalized shapes of the known signal and background
spectra, respectively, and ∆Ei is the width of the ith bin. The letter E suggests an energy

3Prior probabilities summarize what is a priori known about a variable or hypothesis before the mea-
surement.
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bin but the binning can be performed for any distribution. The number of events in each
bin can fluctuate around λi according to a Poisson distribution. This yields

p(data|B) =
N
∏

i=1

λi(0, B)ni

ni!
e−λi(0, B) =: ΛB , (4.7)

p(data|S, B) =
N
∏

i=1

λi(S, B)ni

ni!
e−λi(S,B) =: ΛS,B . (4.8)

In summary, the probability for H1 to be true, given the measured spectrum, is:

p(H1|data) =

[∫

ΛB · p0(B) dB
]

S=0
· p0(H1)

[∫

ΛB · p0(B) dB
]

S=0
· p0(H1) +

[∫

ΛS,B · p0(B) · p0(S) dB dS
]

· p0(H2)
,

(4.9)

with Λ calculated based on Equations (4.6, 4.7 and 4.8). The decision about a sig-
nal discovery is based on the value of p(H1|data). It should be emphasized that the
discovery criterion should be agreed to by consensus before the experiment starts. A
value of p(H1|data) ≤ 0.0001 is proposed for the discovery criterion, whereas a value of
p(H1|data) ≤ 0.01 can be considered to give evidence for H2.

The analysis can easily be extended to include systematic uncertainties of the mea-
surement. For example, if the spectrum is plotted as a function of energy and the energy
scale has an uncertainty, the right hand sides of Equations (4.7,4.8) can be rewritten as

∫

[

N
∏

i=1

λi(0, B|k)ni

ni!
e−λi(0, B|k)

]

p0(k)dk , (4.10)

∫

[

N
∏

i=1

λi(S, B|k)ni

ni!
e−λi(S,B|k)

]

p0(k)dk . (4.11)

where λi(S, B|k) is the expected number of events for a given energy scale factor k and
p0(k) is the probability density for k (e.g., a Gaussian distribution centered on k = 1).

4.1.2 Signal parameter estimate

In case the spectrum fulfills the requirement of evidence or discovery, the number of signal
events is estimated from the data. The probability that the observed spectrum can be
explained by the set of parameters S and B, making again use of Bayes’ Theorem, is:

p(S, B|data) =
p(data|S, B) · p0(S) · p0(B)

∫

p(data|S, B) · p0(S) · p0(B) dS dB
. (4.12)
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In order to estimate the signal contribution the probability p(S, B|data) is marginalized
with respect to B:

p(S|data) =

∫

p(S, B|data) dB . (4.13)

The mode of this distribution, S∗, i.e., the value of S which maximizes p(S|data), is
used as an estimate for the signal contribution. The standard uncertainty of S can be
evaluated from

∫ S16

0
p(S|data) dS = 0.16 ,

∫ S84

0
p(S|data) dS = 0.84 ,

such that the result can be quoted as

S
∗+(S84−S∗)
−(S∗−S16) . (4.14)

4.1.3 Setting limits on the signal parameter

In case the requirement for a discovery of or evidence for the signal process is not fulfilled
an upper limit on the number of signal events is calculated. For example, a 90% probability
limit is calculated by integrating Equation (4.13) to 90% probability:

∫ S90

0
p(S|data) dS = 0.90 . (4.15)

S90 is the 90% probability upper limit on the number of signal events. It should be
noted that in this case it is assumed that H2 is true but the signal process is too weak to
significantly contribute to the spectrum.

4.2 Ensemble tests

The possible outcomes of an experiment can be evaluated by calculating the expected
distributions of the observables. This is useful for comparing the sensitivities of different
experiments under consideration. A given experimental setup is repeatedly simulated from
the same conditions (such as the prior probabilities) and distributions of possible outcomes
are determined. The sensitivity of an experiment is then assessed by determining how of-
ten a discovery can be claimed. The calculation is done numerically by generating possible
spectra and subsequently analyzing them. The spectra are typically generated from Monte
Carlo simulations of signal and background events. Events are grouped into ensembles.
For a given ensemble the expected number of signal and background events, S0 and B0, are
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fixed and a random number of events are collected according to Poisson distributions. A
spectrum is extracted for each ensemble and subsequently analyzed. The computational
flow chart is shown in Figure 4.1. As an example, the probability p(H1|data) for each
spectrum is depicted here as the outcome of the analysis. This approach is referred to as
ensemble tests.

Systematic uncertainties, such as the influence of the energy resolution, a possible mis-
calibration, or signal and background efficiencies, can be estimated by analyzing ensembles
which are generated under different assumptions.

Ensembles:

Ensemble 1

Ensemble 2

Ensemble 3

Ensemble 4

Ensemble ...

Ensemble n

p(H |data)1

events

Back−
ground 
events

Signal

sets of events
Sets of spectra

Pool

MC

Spectrum 1

Spectrum 2

Spectrum 3

Spectrum 4

Spectrum ...

Spectrum n

B

Analysis
S0

0

 1p(H |data 1)

 1

 1

 1

 1

 1

p(H |data 3)

p(H |data 2)

p(H |data 4)

p(H |data ...)

p(H |data n)

Figure 4.1: Computational flow chart. The Monte Carlo generator (MC) generates a
pool containing signal and background events. An ensemble is defined as a set of events
representing a possible outcome of an experiment. The number of events in each ensemble
is randomly chosen according to the parameters S0 and B0. A spectrum is extracted for
each ensemble and subsequently analyzed. The probability p(H1|data) for each spectrum
is depicted here as the outcome of the analysis.

4.3 Result

In the following, the Bayesian analysis method developed in Section 4.1, is applied to
Monte Carlo data. The sensitivity of GERDA is evaluated.

4.3.1 Expected spectral shapes and prior probabilities

The signature of neutrinoless double beta-decay, the signal process, is a sharp spectral line
at the Qββ-value which for the germanium isotope 76Ge is at 2 039 keV. The shape of the
signal contribution is assumed to be Gaussian with the mean at the Qββ-value. The en-
ergy resolution of the germanium detectors in the GERDA setup is expected to be 5 keV
(full width at half maximum, FWHM), corresponding to a width of the signal Gaussian
of σ ≈ 2.1 keV. In the following, the region of interest is defined as an energy window of
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±50 keV around the Qββ-value. In GERDA, the energy spectrum in the region of interest
is expected to be populated by events from various background processes. The shape of
the background spectrum is assumed to be flat, i.e., fB(E) = const. This assumption was
validated by Monte Carlo simulations (see Section 7.1 and Chapter 12).

Ensembles are generated with varying (1) the exposure and (2) the half-life of the
0νββ-process. The half-life and the exposure are translated into the number of expected
signal events, S0. Also varied is (3) the background index in the region of interest which
is translated into the number of expected background events, B0. The number of signal
and background events in each ensemble fluctuate around their expectation values, S0 and
B0, according to a Poisson distribution. The exposure ranges from 5 kg·y to 100 kg·y,
the half-life of the 0νββ-process ranges from 0.5 · 1025 y to 20 · 1025 y. Four different
background scenarios were studied ranging from no background to a background index of
10−2 counts/(kg·keV·y). For each set of input parameters 1 000 ensembles are generated.
An energy spectrum is extracted from each ensemble with a bin size of 1 keV.

In order to calculate the probability that a spectrum is due to background processes
only, the prior probabilities for the hypothesis H1 and H2 have to be fixed, as well as
those for the signal and background contributions. This is a key step in the Bayesian
analysis. Given the lack of theoretical consensus on the Majorana nature of neutrinos and
the cloudy experimental picture, the prior probabilities for H1 and H2 are chosen to be
equal, i.e.,

p0(H1) = 0.5 , (4.16)

p0(H2) = 0.5 . (4.17)

The prior probability of the number of expected signal events, assuming H2, is as-
sumed to be flat up to a maximum value, Smax, consistent with existing limits 4. It should
be noted that the setting of the prior probability for H1 is dependent on the maximum
allowed signal rate. Smax was chosen in such a way that the probability for the hypothesis
H1 is reasonably assumed to be 50 %. The effect of choosing a different prior for the
number of signal events is discussed below.

The background contribution, B, is assumed to be known within some uncertainty
(recall that the shape of the background is fixed). The prior probability for B is chosen to

4
Smax was calculated using Equation (2.16) assuming a half-life of T

0νββ
1/2 = 0.5 · 1025 years.
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be Gaussian with a mean value µB = B0 and a width σB = B0/2. The prior probabilities
for the expected signal and background contributions are

p0(S) =







1
Smax

(0 ≤ S ≤ Smax)

0 (otherwise)

(4.18)

p0(B) =























e
−

(B−µB)2

2σ2
B

∫

∞

0 e
−

(B−µB)2

2σ2
B dB

(B ≥ 0)

0 (B < 0)

(4.19)

4.3.2 Ensembles

Figure 4.2 (top, left) shows the spectrum extracted from one Monte Carlo ensemble
generated under the assumptions of a half-life of 2 · 1025 years, a background index of
10−3 counts/(kg·keV·y) and an exposure of 100 kg·years. It corresponds to S0 = 20.5
and B0 = 10.0. The (20) signal and (8) background events are indicated by open and
shaded histograms, respectively. Figure 4.2 (top, right) shows the marginalized probabil-
ity density for S, p(S|data), for this spectrum. The mode of the distribution is S∗ = 19.8,
consistent with the number of signal events in the spectrum. Figure 4.2 (bottom, left)
shows the distribution of S∗ for 1 000 ensembles generated under the same assumptions.
The average number of S∗ = 20.3 is in agreement with the average number of generated
signal events, 20.4. Figure 4.2 (bottom, right) shows the distribution of the log p(H1|data)
for the 1 000 ensembles. More than 97% of the ensembles have a probability p(H1|data) of
less than 0.01%. I.e., a discovery would not be claimed for less than 3% of the ensembles
under these conditions.

In order to simulate the case in which only a lower limit on the half-life of the 0νββ-
process is set, ensembles are generated without signal contribution, i.e., S0 = 0. As an
example, Figure 4.3 (top, left) shows a spectrum of Monte Carlo data generated under
the assumptions of a background index of 10−3 counts/(kg·keV·y) and an exposure of
100 kg·years. No signal events are present in the spectrum. Figure 4.3 (top, right) shows
p(S|data), for the same spectrum. The mode of S is 0 events. Figure 4.3 (bottom, left)
shows the distribution of the limit (90% probability) of the signal contribution for 1 000 en-
sembles generated under the same assumptions. The average limit is 3.1 events. Figure 4.3
(bottom, right) shows the distribution of p(H1|data) for ensembles generated under the
same assumptions. For none of the ensembles would a discovery be claimed.

4.3.3 Sensitivity

For the ensembles generated without signal contribution the mean of the 90% probabil-
ity lower limit on the half-life is shown in Figure 4.4 (left) as a function of the exposure
for different background indices. If no background is present, the limit scales linearly
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Figure 4.2: The spectrum (top, left) was generated as described in the text. The signal
events are indicated by the open histogram, the background events by the shaded his-
togram. The probability density for S (top, right) from this spectrum is shown. The
distribution of S∗ (bottom, left) as well as the distribution of the log p(H1|data) (bottom,
right) are calculated for 1 000 ensembles.

with the exposure. The limit on the half-life increases more slowly with increasing back-
ground contribution. An average lower limit of T 0νββ

1/2 > 13.5 · 1025 years can be set for

the envisioned background index of 10−3 counts/(kg·keV·y) and an expected exposure of

100 kg·years. For the same exposure, the average lower limit is T 0νββ
1/2 > 6.0 · 1025 years

and T 0νββ
1/2 > 18.5 · 1025 years for background indices of 10−2 counts/(kg·keV·y) and

10−4 counts/(kg·keV·y), respectively.
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Figure 4.3: The spectrum (top, left) was generated as described in the text. No signal
events are present in the spectrum. The probability density for S for this spectrum (top,
right) is shown. The distribution of the limit (90% probability) of the signal contribution
(bottom, left) as well as the distribution of the p(H1|data) (bottom, right) are calculated
for 1 000 ensembles.

A lower limit on the half-life of the 0νββ-process can be translated into an upper limit
on the effective Majorana neutrino mass, 〈mν〉, using the nuclear matrix elements quoted
in [81]:

〈mν〉 = (T 0νββ
1/2 · G0ν)

−1/2 · 1

|M0ν |
, (4.20)

where G0ν is a phase space factor and |M0ν | is the nuclear matrix element. Figure 4.4
(right) also shows the expected 90% probability upper limit on the effective Majorana neu-
trino mass as a function of the exposure. With a background index of 10−3 counts/(kg·keV·y)
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and an exposure of 100 kg·years, an upper limit of 〈mν〉 < 200 meV can be set assuming
no 0νββ-events are observed.
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Figure 4.4: The left plot shows the expected 90% probability lower limit on the half-life for
neutrinoless double beta-decay versus the exposure for different background conditions.
Also shown is the half-life for the claimed observation [2]. The right plot shows the
expected 90% probability upper limit on the effective Majorana neutrino mass versus
the exposure. The effective Majorana neutrino mass for the claimed observation is also
shown. The mass values were determined from the half-life using the matrix element
reported in [81].

Figure 4.5 (right) shows the half-life for which 50% of the experiments would report
a discovery of neutrinoless double beta-decay as a function of the exposure for different
background indices. This half-life is 5 · 1025 years for the envisioned background index of
10−3 counts/(kg·keV·y) and an expected exposure of 100 kg·years.

The half-life is transformed into an effective Majorana neutrino mass using the same
matrix elements as before. The mass for which 50% of the experiments would report
a discovery is shown in Figure 4.5 (right) as a function of the exposure and for differ-
ent background conditions. For an exposure of 100 kg·years and a background index of
10−3 counts/(kg·keV·y) neutrinoless double beta-decay could be discovered for an effective
Majorana neutrino mass of 350 meV (with a 50% probability).

The results of the sensitivity study are summarized in Table 4.1 (limits) and Table 4.2
(discovery potential).
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Figure 4.5: Left: the half-life for which 50% of the experiments would report a discovery
is plotted versus the exposure for different background conditions. Right: the effective
Majorana neutrino mass for which 50% of the experiments would report a discovery ver-
sus the exposure. The mass was determined from the half-life using the matrix element
reported in [81].

Table 4.1: Expected lower limits of the half-life and upper limits for the effective Majorana
neutrino mass for different background scenarios.

Exposure Background index T 0νββ
1/2 limit 〈mν〉 limit

[kg·y] [counts/(kg·keV·y)] (90% prob.) [y] (90% prob.) [meV]

100 10−2 6.0 · 1025 300
100 10−3 13.5 · 1025 200
100 10−4 18.5 · 1025 180

Table 4.2: Half-life and effective Majorana neutrino mass for different background scenar-
ios for which a discovery would be claimed with a probability of 50%.

Exposure Background index T 0νββ
1/2 〈mν〉

[kg·y] [counts/(kg·keV·y)] (50% prob.) [y] (50% prob.) [meV]

100 10−2 2.2 · 1025 500
100 10−3 5.0 · 1025 350
100 10−4 9.0 · 1025 250

4.3.4 Influence of the prior probabilities

The influence of the prior probabilities on the outcome of the sensitivity calculation is
studied by varying the prior probability of the number of expected signal events, p0(S).
Three different prior probabilities are studied:
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• a flat prior: p0(S) ∝ const. ,

• a pessimistic prior: p0(S) ∝ e−S/10 ,

• a peaking prior: p0(S) ∝ e1−S̃/S/S2,

where S̃ is the number of events corresponding to a half-life of 1.2 ·1025 years. For all three
prior probabilities S < Smax is required. For a background index of 10−3 counts/(kg·keV·y)
and an exposure of 100 kg·years the limit strongly depends on the chosen prior. The limit
on the half-life for the pessimistic prior probability is about 10% higher than for the flat
prior probability. In comparison, the peaking prior gives a 50% lower limit compared to
the flat prior. This study makes the role of priors clear. If an opinion is initially strongly
held, then substantial data is needed to change it. In the scientific context, consensus
priors should be strived for.

4.3.5 Studies on the stability of the method

The stability of the analysis method is studied and the results are listed here for com-
pleteness. The average probability p(H1|data) is used to quantify the stability.

• Shape of the background spectrum: The generated background distribution was
tilted so that the background changes by a factor of 2 over the region of interest.
No significant difference in 〈p(H1|data)〉 was found.

• Additional peaks: An additional peak with an amplitude equal to the signal peak
was placed 10 keV below the Qββ-value. No significant difference in 〈p(H1|data)〉
was found.

• Energy resolution: The energy resolution was varied between 1 keV and 14 keV. The
average probability p(H1|data) decreases with improving resolution as expected.

• Miscalibration: The signal peak was shifted by up to 10 keV in the energy spectrum.
The average probability p(H1|data) was found to be sensitive to the variation. The
accuracy of the calibration required to avoid a degradation of the sensitivity is of
the order of a few percent of the energy resolution.
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Chapter 5

Germanium detectors

The operating principle of germanium detectors is presented in the following sections.
First, the interactions of electrons, positrons and photons in the relevant energy region up
to several MeV are discussed. The general properties of germanium diodes and the signal
development are introduced including the rather novel technique of segmentation. The
chapter closes with a short summary of signal amplification and data acquisition. For a
general overview of the properties of germanium detectors, see e.g., [82].

5.1 Interactions of electrons, positrons and photons with
matter

5.1.1 Electrons and positrons

Electrons and positrons with sub-GeV-energies traversing matter lose their kinetic energy
mainly by two different interaction processes, namely ionization and bremsstrahlung. Ion-
ization has the larger cross-section for lower energies while bremsstrahlung is the dominant
interaction process for higher energies. The critical energy, Ecrit., for which the average
energy loss due to the two processes is equal depends on the material the particles traverse.
For elements with Z > 13 the critical energy is [83]

Ecrit. =
550 MeV

Z
. (5.1)

Unlike electrons, positrons at rest annihilate with electrons into two photons with en-
ergies of 511 keV each, corresponding to the rest mass of an electron.

43
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Ionization: Incident electrons or positrons can scatter off electrons in the shell of an
atom and cause those secondary electrons to leave the shell and thus ionize the atom. The
average energy loss of electrons and positrons due to ionization is approximately 1 [86]

−
〈

dE

dx

〉

= 4πNAr2
emec

2 Z

A
· 1

β2
·
[

ln

(

γmec
2

2I

)

− β2 − δ∗

2

]

, (5.2)

where

NA : Avogadro’s constant,

re : classical electron radius,

me : mass of the electron,

Z, A : atomic charge and mass of the absorber,

β : velocity of the electron,

I : material specific constant of absorber ,

δ∗ : parameter which describes the screening of the transverse electrical field of the

electron by the charge density of the electrons in the absorber material

(density effect).

Bremsstrahlung: In the electric field of a nucleus electrons and positrons can lose
kinetic energy by the emission of bremsstrahlung photons. The average energy loss due to
bremsstrahlung for an electron is [86]

−
〈

dE

dx

〉

= 4αNA
Z2

A
r2
e · E · ln 183

Z1/3
, (5.3)

where α is the fine-structure constant and E is the energy of the electron or positron.

The range of an electron or positron depends on its energy and the material. For a
1 MeV electron the average range in germanium is approximately 1 mm [87].

5.1.2 Photons

Photons can interact with matter through three different processes. The cross-section
depends on the atomic charge Z of the material and the photon energy, Eγ . For photon
energies below about 200 keV the photo effect is the dominant process of energy loss in
germanium. In the energy region from about 200 keV up to about 8 MeV photons mostly
interact via Compton scattering. For higher energies photons can create electron-positron
pairs in the electric field of a nucleus. In all three cases at least one electron is present
in the final state. The electrons (and positron) will subsequently interact with matter via
the discussed mechanisms.

1The average energy loss is calculated using the Bethe-Bloch formula [84, 85] for the mass and charge
of an electron.
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Photo effect: The photon energy can be absorbed completely by an atomic shell electron
which is kicked out of the shell (photo effect). The kinetic energy of this secondary electron,
Ee, is given by

Ee = Eγ − Eb , (5.4)

where Eb is the binding energy of the electron. If the photo effect occurs in the inner
shell of an atom, outer shell electrons will fill the vacancy in the inner shell. Due to the
difference in binding energies, either characteristic x-rays are emitted or, in case the x-ray
photon is re-absorbed, secondary Auger-electrons are emitted. The photo effect cross-
section, σphoto, is inversely proportional to the photon energy.

Compton scattering: The elastic scattering of photons off electrons is referred to as
Compton scattering and described by the Klein-Nishina relation. The photon will transfer
energy to the scattered electron where the maximum energy transfer occurs at a scatter-
ing angle of 180◦. The Compton scattering cross-section, σCompton, is proportional to
lnEγ/Eγ .

Pair creation: If the photon energy exceeds twice the rest mass of an electron, the pho-
ton can create an electron-positron pair in the electric field of a nucleus. For low energies
the pair production cross-section, σpair, is proportional to lnEγ and it saturates for larger
energies (Eγ ≫ 1

αZ1/3 ). The positron will scatter until it has lost all of its kinetic energy
and will subsequently annihilate with an electron into two 511 keV photons.

Figure 5.1 shows the mass attenuation coefficient µ = NA
A · (σphoto + σCompton + σpair)

for the interaction of photons with germanium as a function of the photon energy.

In germanium, a 1 MeV photon has a range of the order of centimeters.

5.2 Semiconductor (germanium) detectors

A variety of literature is available in which the working principle of semiconductor detectors
is described. For an overview see e.g., [82] and references therein.

5.2.1 Working principle

Materials are classified as insulators, semiconductors and conductors according to the en-
ergy gap between the valence and the conduction band. For a semiconductor this band gap
is of the order of 1 eV. The properties of a semiconductor are defined by their impurities,
also called dopants: elements with three valence electrons (e.g., boron) act as acceptors
whereas elements with five valence electrons (e.g., phosphorus or lithium) act as donors.
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Figure 5.1: Mass attenuation coefficient µ in germanium as a function of the photon
energy. For energies below 200 keV the photo effect dominates, while in the region from
200 keV to 8 MeV Compton scattering is the pre-dominant process of energy loss. For
higher energies pair creation dominates.

The acceptor levels lie about 0.05 eV above the valence band, the donor levels lie about
0.05 eV below the lower edge of the conduction band. Only a very small amount of energy
is needed to lift electrons from the valence band into the acceptor level and thus create a
net positive charge in the valence band (p-type). Similarly, only a small amount of energy
is needed to lift electrons from the donator level to the conduction band creating a net
negative charge in the conduction band (n-type).

A semiconductor detector is composed of a p-n-junction. Close to the junction electrons
from the n-type region will diffuse into the p-type region and recombine. The resulting
depletion zone is non-conducting. The size of the depletion region is increased by applying
an external potential to the contacts (or electrodes) of the p- and n-type regions. If the
anode is connected to the n-side and the cathode connected to the p-side, electrons and
holes diffuse away from the junction. This mode of operation is referred to as reverse bi-
asing. For most detector applications the voltage is chosen larger than the voltage needed
to fully deplete the detector (depletion voltage).

Semiconductor detectors are produced in two types, characterized by the remaining
impurities in the bulk material after the crystal pulling process. If the impurities are
acceptors, e.g., boron, the bulk material is called p-type. The material is called n-type, if
donors, e.g., lithium, dominate the material.
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The p-n-junction of p-type germanium detectors is traditionally produced by drifting
lithium into the surface of one side. This creates a layer of highly n-doped material with a
thickness of the order of several hundred micrometers. In n-type detectors the p-n-junction
is generally produced by the implantation of boron. This creates a layer of highly p-doped
material with a thickness of the order of tenth of a micrometer.

The active volume, to first order the volume between the inner and outer contacts,
is decreased by the thicknesses of the contacts which form dead layers. The thicknesses
of the dead layers define the sensitivity of the detector to soft γ-radiation as low energy
photons are attenuated or even absorbed in the dead layers.

5.2.2 Germanium semiconductor detectors

Germanium can be purified to a high degree - the number of electrically active impurities
achievable in germanium crystals is of the order of 1010/cm3. This allows the construction
of large individual detectors. The depletion depth is proportional to the square root of the
ratio of the applied voltage and the dopant concentration. As the applied voltage can only
be increased up to several kilovolt (depending on the size and geometry of the detector),
the depletion depth can extend to several centimeters. This allows the construction of
large detectors.

The size of crystals is limited by the strict requirements on the electrical properties of
the crystal. The largest detectors are based on a cylindrical geometry with diameter and
height both in the several centimeter range. In the following only cylindrical detectors are
discussed.

Two geometries are distinguished: the true coaxial and the closed-ended coaxial. In
both cases the shape is cylindrical with an inner bore. For true coaxial detectors the
core is completely removed, whereas for a closed-ended coaxial geometry the core is only
partially removed leaving a cap on one side. The latter geometry is commonly used in
nuclear experiments for the detection of photons in the MeV-energy region.

5.2.3 Electric fields

The electric field inside a detector determines the velocity and direction of the charge
carriers. It can be calculated by solving Poisson’s equation. This is done in cylindrical
coordinates

d2φ

dr2
+

1

r

dφ

dr
= −ρ

ǫ
. (5.5)

φ is the electric potential and ρ is the charge density defined by the effective number of
impurities. ǫ is the dielectric constant.
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Figure 5.2 shows the electric field inside a detector as a function of the radius for dif-
ferent applied bias voltages. The assumed impurity concentration is 0.5 · 1010 atoms/cm3.
A true coaxial geometry is assumed. The inner and outer radii of the diode, ri and ro,
are 5 mm and 40 mm, respectively. A bias voltage of 2.2 kV is needed to fully deplete the
detector. In the example, the impurity density is assumed to be constant throughout the
detector. In real detectors, the impurity density usually varies by up to a factor of two
across and a factor of three from top to bottom. As a result the depletion voltage changes
with the height and the azimuthal angle.
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Figure 5.2: Electric field inside a detector as described in the text for different bias voltages.
A minimum of about 2.2 kV is needed to fully deplete the detector. The junction is placed
close to the outer surface of the crystal.

5.3 Signal development in (germanium) detectors

In the following, the signal development in germanium detectors is discussed. The influ-
ence of the crystal structure on the signal development is commented on.

Electrons, positrons and photons traversing a semiconductor detector deposit their
energy via the interactions described in Section 5.1. The secondary electrons cause excita-
tions of electrons from the valence band to the conduction band and thus create electron-
hole pairs. A fraction of the deposited energy causes the excitation of phonons. Thus, the
energy to create one electron-hole pair, Epair, is composed of the band gap energy, Egap,
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and the fraction of energy which causes phonon excitation. The band gap in germanium is
Egap = 0.72 eV whereas the pair energy is about four times larger with Epair = 2.95 eV at
80 K. In comparison, the energy needed to create one electron-hole pair in silicon is about
Epair = 3.72 eV at 80 K. This energy does not depend on the type of incident particle or on
its energy. The average number of electron-hole pairs, 〈N〉, for a given energy deposited,
Edep, is therefore

〈N〉 = Edep/Epair . (5.6)

In reserve bias operation the electrons and holes drift towards the electrodes in opposite
directions due to the applied electric field, E . The drift velocities of the charge carriers is
proportional to the electric field over a certain range

ve− = µe− · E , E ≤ Esat

= vsat
e− , E > Esat

(5.7)

vh = µh · E , E ≤ Esat

= vsat
h

, E > Esat
(5.8)

where ve− and vh are the drift velocities of the electrons and holes, respectively. The
proportionality factors µe− and µh are referred to as mobilities and can be different by
a factor of 2-3 for electrons and holes, depending on the semiconductor. The saturation
field strength Esat is of the order of 100 V/mm for germanium. The terminal velocity is
about 108 mm/s. The drift direction is anti-parallel or parallel to the electric field lines
for electrons and holes, respectively 2.

The moving charge carriers induce mirror charges in the electrodes of the detector.
These can be amplified and read out. The functional form describing the integrated
charge as a function of time is referred to as the pulse shape. For a cylindrical germanium
detector with a diameter of 8 cm the typical time until the electrons and holes reach
the electrodes, the risetime of the signal, is of the order of 400 ns. An example for the
development of a signal is given in Section 5.5 where segmented detectors are discussed.

5.3.1 Crystal axes

The electrical conductivity of germanium is anisotropic in strong electric fields [88–91].
Hence, the drift direction of the charge carriers not only depends on the direction of the
electric field but also on the orientation of the crystal axes. The angle between the drift
direction and the electric field is known as the Sasaki angle [92] and in general differs from
zero (Sasaki effect). Several phenomenological models exist which describe the transport
properties of electrons (see [93] and references therein) in germanium. Models for the
transport properties of holes have only recently being developed [94].

The deviation of the direction of charge carriers from the direction of the electric field
can cause variations in the drift times. This effect is of the order of 5–20% and is observed
experimentally (see Chapter 11).

2The crystal lattice can cause deviations in the drift direction. This will be discussed later.
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5.4 Germanium detector properties

5.4.1 Operation temperature

The band gap in germanium of Egap = 0.72 eV is small compared to those of other semi-
conductor materials like silicon with Egap = 1.1 eV. At room temperature electrons in the
valence band can be excited into the conduction band by thermal energy alone. In this
example the difference between the band gap energies of germanium and silicon causes
a difference of a factor 1 000 in the population of electrons in the conduction band at
room temperature and thus a much higher conductivity for germanium. The electric field
applied would induce a current which would make the operation as a detector impossible.
Germanium detectors are usually cooled with liquid nitrogen to suppress the thermal ex-
citations which results in typical operation temperatures of the order of 77 K 3.

5.4.2 Energy resolution

The total energy resolution, WT , the full width at half maximum (FWHM) of the peak
under study, is composed of three terms:

W 2
T = W 2

D + W 2
X + W 2

E . (5.9)

WD describes the statistical fluctuations of the creation of electron-hole pairs as

W 2
D = 2.352 · F · E

Epair
, (5.10)

where F is the Fano factor and of the order of 0.1. It accounts for the fact that the process
of electron-hole pair creation is correlated with the excitation of phonons. The term WX

describes the effect of incomplete charge collection and scales linearly with the incident
energy. The third term, WE , is constant in energy and accounts for noise contributions
from the amplifying electronics.

Germanium has a smaller Epair than silicon. Thus, the relative statistical fluctuation
of the number of electron-hole pairs created is smaller for germanium. Germanium de-
tectors have a better energy resolution for small detector geometries in which the term
WD dominates. Typically, germanium detectors have an energy resolution of about 2 keV
at 1.3 MeV, where the energy resolution of large detectors is dominated by the charge
collection efficiency.

5.5 Segmented germanium detectors

A rather novel technique is the segmentation of cylindrical germanium detectors. Seg-
mentation is done in the azimuthal angle φ and the height z. The technique used in the

3Germanium detectors are cooled via a cooling stick in most applications. Due to losses from imperfect
heat conduction the temperature of the germanium crystal is slightly higher than that of the cooling
medium.
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fabrication of segmented detectors depends on the bulk-type. For p-type detectors the
outer surface is milled. The fringe depths and thicknesses of the segments are of the order
of a millimeter in order to penetrate the lithium-drifted n-layer. For n-type detectors
photo-lithographic techniques are used to form the segments on the outer surface. Distor-
tions in the electric field are expected for the former segmentation technique.

In segmented detectors core and segment electrodes are read out simultaneously. Ramo’s
Theorem [95] can be used to calculate the charge induced in each segment. If energy is
deposited inside a segment (or rather in the volume spanned by ∆r×∆φ×∆z, where ∆r is
the difference of the outer and inner radius, ∆φ and ∆z are the segment sizes), the created
charge carriers drift towards the core and segment electrodes. The charges induced on the
electrodes are integrated by charge-sensitive pre-amplifiers. A neighboring segment inside
which no energy was deposited also sees charges induced which will vanish once both types
of charge carriers have reached the electrodes. Figure 5.3 (right) shows the pulse shape
of two simulated events with different energy depositions: (1) energy is deposited inside
the segment under study, (2) energy is deposited inside the neighboring segment. Details
of the simulation are described in [96]. The underlying fields, so-called weighting fields,
are used to calculate the induced charges. Figure 5.3 (left) show the weighting field for
the segment under study. Simulations of the development of pulse shapes in germanium
detectors have been performed previously for a variety of physics applications [93, 96, 97].
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Figure 5.3: Left: Weighting field for segment A and position of the energy deposition for
two events. Right: Pulse shape taken with segment A for the two events.
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5.6 Signal amplification and read out

The induced charges on the electrodes of a germanium detector are usually too small to be
handled by digitizing electronics. The corresponding pulse heights are of O(1 µV). Pulses
are therefore pre-amplified to amplitudes of O(1 V). Charge-sensitive pre-amplifiers have
an output pulse with an amplitude proportional to the integrated charge induced on the
electrode, if the decay time of the generated pulse is much larger than the charge collection
time. Typical decay times are of the order of 50-100 µs whereas collection times of the
order of several hundred ns are typical for the germanium detectors discussed earlier.
Ideally, the pre-amplifier does not contribute to the risetime of the pulse. A realistic pre-
amplifier has a finite bandwidth. This results in a broadening of the pulses which can be
modeled by a transfer function. It is typically described by a Gaussian with a width of the
order of 20 ns. The pre-amplifier pulse is digitized with a frequency suitable to determine
the structure of the rise of the pulse caused by the finite charge collection time.



Chapter 6

Signatures of physics processes
and background rejection

As discussed in Chapter 4 the sensitivity of experiments built to search for 0νββ-decay is
strongly influenced by the amount of background observed. This chapter introduces the
physics processes and sources of background encountered in germanium double beta decay-
experiments. The signatures of signal and background events are discussed. Background
rejection techniques developed for the GERDA experiment are summarized at the end of
the chapter. A focus is placed on the distinction between electron and photon induced
events.

6.1 Signal process and signature

The 0νββ-decay process was introduced in detail in Chapter 2. The signature of the pro-
cess is discussed here for the germanium isotope 76Ge. The final state, in addition to the
daughter nucleus, comprises of two electrons and has no neutrinos. The sum of the kinetic
energies of the electrons is therefore approximately equal to Qββ = 2 039 keV (neglecting
the recoil energy of the daughter nucleus). The range of electrons in the MeV-energy
region is of the order of millimeters (see Section 5.1). Since the germanium detectors
under consideration have a volume of the order of 400 cm3, the energy of the electrons is
most likely fully contained within a small volume of the crystal, if no hard bremsstrahlung
occurs. The signature of 0νββ-decay events is thus an energy deposit of about 2 039 keV
in a small volume of one detector.

6.2 Background sources

Other processes can also cause an energy deposit of about 2 MeV inside a detector and
can thus mimic the 0νββ-decay process. These are referred to as background processes in
the following.
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Two types of background sources are distinguished. These are (1) the products of
the decay of radioactive isotopes and (2) muon induced neutrons and electromagnetic
cascades. The latter are discussed elsewhere [98], as is the overall neutron flux from ra-
dioactive elements in the surrounding bed-rock. The former one is the subject of this thesis.

All radioactive isotopes with Q-values larger than Qββ are potential sources of back-
ground. A fraction of the released energy can be deposited inside a detector by electrons,
photons or α-particles such that the measured energy is around 2 MeV. Photons in the
MeV-energy range are particularly dangerous. They predominantly deposit their energy
via Compton scattering and have a range of the order of centimeters. Considering the size
of the germanium crystals under study, processes with photons in the final state are likely
to deposit only a fraction of their total energy inside a detector. Background contributions
from the decay of radioactive isotopes are categorized according to their origin: internal
background sources are those located inside the germanium, external background sources
are radioactive isotopes in the vicinity of the detectors.

6.2.1 Internal background sources

Germanium detectors are exposed to cosmic radiation, if produced or stored above ground.
Hadronic interactions can cause spallation of germanium nuclei and thus the production
of radioactive isotopes inside the detector volume. This process is termed cosmogenic
activation. Recent calculations and measurements of the rate of this activation show a
reasonable agreement [99]. Two cosmogenically produced isotopes, 60Co and 68Ge, have
Q-values above Qββ and are therefore potential sources of background.

60Co decays via β−-decay into 60Ni under the emission of a 318 keV electron and
two photons with energies of 1 173.2 keV and 1 332.5 keV. The Q-value of the decay is
Q = 2 823.9 keV. The calculated production rate for 60Co in enriched germanium detec-
tors is 3.3 atoms/(kg·d) [100]; the half-life of the decay is T1/2 = 5.3 y.

68Ge decays via β+-decay into 68Ga which subsequently decays under the emission of
a positron and additional photons from the annihilation of the positron. The decay of
68Ga has a Q-value of 2 921.1 keV. The calculated production rate in enriched germanium
detectors is 5.6 atoms/(kg·d) [100]. The half-life of the decay of 68Ge is 271 d.

6.2.2 External background sources

The natural decay chains of 232Th and 238U contain the decays of 208Tl→208Pb and
214Bi→214Po which have Q-values of 5 001.0 keV and 3 272.0 keV, respectively, and are
thus potential sources of background. In particular, a single 2 615 keV photon is emitted
with a high probability in the de-excitation of 208Pb. As small amounts of 232Th and 238U
are present in almost all high-Z materials used in the experimental setup, these back-
ground sources influence the design and shielding of the experiment considerably.
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The 238U daughter 210Pb decays into 210Bi which subsequently decays via α-decay.
A contamination of the detector surface with 210Pb introduces potential contributions
to the background. If the detector has a non charge sensitive (dead) surface layer, only
part of the energy lost by the α-particle is detected. Depending on the thickness of the
dead layer this can result in a signal close to the region of interest. Evidence for surface
contaminations of germanium detectors was found in previous experiments [101].

6.3 Classification of signal and background signatures

The signatures of the signal and the main background processes are classified according
to the particles in the final state:

• Class I: Two electrons. This class encompasses the neutrinoless and neutrino accom-
panied double beta-decay processes. If the energy resolution is better than about
10 keV, the two modes of double beta-decay can be separated, since the energy region
around the Qββ-value is hardly populated by events from the 2νββ-decay process.
The two electrons deposit their energy locally, i.e., on a millimeter scale.

• Class II: Photon(s) and electron. This class contains all β−-decay processes accom-
panied by the emission of one or more photons which occur inside the detector or
close to its surface. The energy of the electron is deposited locally, whereas the
photon scatters and not all of its energy is necessarily deposited inside the detector.
An example for this class is the decay of 60Co inside the germanium.

• Class III: Photon(s) and positron. Similar to Class II, this class contains all β+-decay
processes accompanied by the emission of one or more photons inside the detector.
The positron deposits most of its energy locally and annihilates. The photons (the
two 511 keV gammas plus any additional photons) scatter and mostly do not deposit
all of their energy inside one detector. The most prominent example for this class is
the decay of 68Ge inside the germanium.

• Class IV: Photon(s) only. If the decay occurs outside the germanium detectors,
α-particles or electrons/positrons are normally stopped before they reach the crys-
tals. Most prominent examples are the decays of 208Tl and 214Bi which come from
radio-impurities in the surrounding of the detectors.

• Class V: α-particles. Surface contamination with 210Pb or other isotopes which decay
via α-emission can contribute to the background. α-particles in the 2–10 MeV-energy
range deposit their energy on a 5–50 µm scale. α-particles emitted at the surface
therefore potentially deposit only a fraction of their initial energy inside the active
volume of the detector.

The spatial distribution over which energy is deposited inside a detector is the key
to most of the background rejection techniques introduced in the following. A second
classification scheme is therefore introduced. Two types of events are distinguished:
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• Single-site events (SSE): This class contains all events in which energy is deposited on
a scale of about one millimeter or below 1. Three different types of events contribute
to this class: (a) Class I and V events in which no hard bremsstrahlung processes are
present; (b) events with photons in the final state in which the photon only scatters
once inside the detector volume; (c) double escape events in which a photon produces
an electron-positron pair and both photons from the subsequent annihilation of the
positron escape.

• Multi-site events (MSE): This class contains all events in which energy is deposited
on a scale larger than about one millimeter. Compton-scattered photons are likely
to deposit energy at multiple sites. Thus, a large fraction of Class II–IV events
contribute to this class. Events from Class I can also contribute if an electron emits
a hard bremsstrahlung photon.

6.4 Background rejection techniques

Several background rejection techniques are developed and implemented in the design of
GERDA:

• Anti-coincidence between events: In the decay of 68Ge an x-ray of 10 keV is released
before the subsequent decay of 68Ga which has a half-life of T1/2 = 68 min. Events
following a detected x-ray of that energy can therefore be vetoed in a time window
compatible with the half-life of 68Ga. A low detection threshold is required in order
to apply this technique. Feasibility studies are currently carried out.

• Anti-coincidence between detectors: Compton-scattered photons are likely to deposit
energy in more than one detector while 0νββ-decay electrons will predominantly
deposit energy in only one detector. Photons can thus be identified by requiring
more than one detector to see energy above the threshold. For an evaluation of the
potential to distinguish between electron induced and photon induced events with
this method, see the results of a Monte Carlo study presented in Chapter 7 and
in [68].

• Anti-coincidence between segments: Considering the segmented detectors foreseen
for Phase II photons can, with the same argument as for the detector anti-coincidence,
be identified by requiring more than one segment to show energy. An evaluation of
the potential to distinguish between electron induced and photon induced events
with this method is presented in Chapter 7 and in [68]. A study using data from a
GERDA Phase II prototype detector is presented in Chapter 11 and in [69].

• Pulse shape analysis: Photons and electrons can be distinguished by analyzing the
time structure of the detector response. For details see Chapter 8 or [96]. A study
using data from a GERDA Phase II prototype detector is presented in Chapter 11
and in [102].

1A quantitative classification criterion for single-site events is derived in Chapter 8.
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• Instrumentation of the cryostat: Liquid argon scintillates if energy is deposited in-
side the argon volume. The scintillation light can be detected by photomultipliers
mounted on the walls of the cryostat. Events with photons in the final state which
deposit only a fraction of their energy inside the germanium detectors can be ve-
toed by requiring an anti-coincidence between the observed scintillation light and
the energy deposit inside the detectors. This technique is not part of the GERDA

baseline design. Feasibility studies are currently being performed [70, 72].

The distinction between electrons and photons using segmented detectors and the
analysis of the time structure of the detector response are focused on in this thesis. These
techniques are investigated for the GERDA experiment and applied to data taken with
a GERDA Phase II prototype detector. Monte Carlo studies provide an estimate of the
background rejection. The prototype data is compared to Monte Carlo predictions in
order to verify the simulations.
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Chapter 7

Background rejection using
segmented detectors - a Monte
Carlo study

Segmented germanium detectors can be used to reject photons by requiring anti-coincidences
between the segments of a detector. This technique is well established in experiments such
as AGATA [103] and GRETA [97] and provides a basis for γ-ray tracking [104].

In the following, the results of a Monte Carlo study are presented. First, the Monte
Carlo framework is introduced. An idealized Phase II setup is simulated. The spatial
distribution over which energy is deposited inside the germanium detectors by isotopes
from the different classes introduced in Chapter 6 is discussed. The rejection power for
those isotopes using anti-coincidence requirements between crystals and between segments
is presented.

7.1 MaGe - the GERDA Monte Carlo framework

Monte Carlo studies of the GERDA setup and the physics processes encountered in the
experiment are performed in order to (1) estimate the background index expected for the
experiment, (2) support the design of detector components and (3) support R&D projects
by simulating individual setups. The simulation is performed using the MaGe package, a
GEANT4 [105] based tool which simulates the GERDA geometry and all relevant physics
processes. Emphasis was placed on low energy interactions and hadronic interactions
resulting from cosmic ray spallation. The physics list is optimized for underground-physics
applications [106]. A description of the implemented physics processes and models can
be found in [107]. MaGe was developed in cooperation with the Majorana project to
support both experiments. Details are described in [108]. A validation of the simulation
is aimed at by comparing data from a variety of auxiliary experiments with Monte Carlo
data. With a few exceptions the overall agreement is on the percent level and satisfactory.
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7.1.1 Simulation of the GERDA geometry

A schematic of the simplified GERDA infrastructure and an idealized Phase II array of
detectors as simulated are shown in Figure 7.1. The design and the geometry of GERDA

were not fixed at the time of the simulation. The cryogenic liquid in the simulation is
nitrogen as originally proposed [3]. Simulations with liquid argon as cooling medium are
currently being performed.

An array of 21 identical detectors, placed hexagonally in strings of three detectors
each, is assumed. The simulated detectors have a height of 8 cm, an inner diameter of
1 cm and an outer diameter of 8 cm. The detectors are segmented into 6 φ- and 3 z-
segments each. Unsegmented detectors are simulated by summing the energy deposits
of all segments in one detector. The vertical distance between two crystals is 5 cm and
the distance of closest approach between two strings is 2 cm. The crystal array is placed
inside a three-walled copper cryostat with an outer radius of 2 m and a height of 5 m. The
cryostat itself is surrounded by a water tank with a diameter of 10 m and a height of 8.90 m.

Crystal
array

Nitrogen

Water tank

Water buffer
Cryostat

Suspension

Cabling

Detector String

Figure 7.1: Schematic drawing of the GERDA geometry (left) and an idealized Phase II
array of detectors (right) as simulated.

Events are simulated for the signal and background processes. Each unstable nucleus
under consideration is placed randomly inside the geometrical component under study.
Subsequently, the decay products are propagated through the GERDA geometry and the
energy deposited inside the detectors is recorded.
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An estimate of the expected background index from radioactive isotopes close to the
detector is presented in Chapter 12. The muon induced background is discussed in [98].
Chapter 12 also summarizes the total background index anticipated for the idealized
Phase II setup.

7.1.2 Simulation of test stands

Test stands are simulated making use of the flexibility provided by the MaGe tool. Among
these are the Germanium Detector Lab facility at LNGS, low-background germanium
detectors for screening experiments, several test stands operated in Munich and of those
especially the setup for the first GERDA Phase II prototype detector. Details of this
particular simulation can be found in Chapter 9 and in [69].

7.2 Selected background processes

The classes of signatures of the signal and background processes are listed in Section 6.3.
Representative processes from each class are selected. Between 105 and 106 events are
simulated for every background process and configuration. As decays inside the germa-
nium crystals the 0νββ-decay process (Class I), the decay of 60Co (Class II) and the decay
of 68Ge (Class III) are studied. The decay of 208Tl inside the detector holders serves as
an example for Class IV. The decay of 210Pb nuclei on the surface of the crystals is given
as an example for Class V.

7.3 Spatial distribution of energy deposition

A measure of the spatial distribution of the energy deposition in an event is the radius
R90 within which 90% of the total energy deposited is contained. To begin with, the
center-of-energy-deposition is calculated for each event as:

~xc.o.e.d. =

∑

i Ei~xi
∑

i Ei
, (7.1)

where the sum runs over all individual energy deposits in germanium. Afterwards, the
energy deposits are ordered according to their distance to the center-of-energy-deposition.
Summing over all energy deposits with increasing distance, R90 is defined as the distance
of the particular energy deposit which is the first that satisfies the requirement that the
sum of energies is larger than 90% of the total energy.

Figure 7.2 (top) shows the distributions of R90 for the processes considered without
a cut on the total energy deposited. The distribution of the 0νββ-decay process has a
strong peak in the millimeter range. This reflects the range of the electrons in germa-
nium at the relevant energy. The distribution ranges up to the centimeter scale due to
events with hard bremsstrahlung in the final state. The distributions for Class II and III
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processes show a peak at several centimeters. This is expected due to the range of the
photons which undergo Compton scattering. The shoulder towards lower radii is due to
photons which only deposit part of their energy in the crystal. A second, much smaller
peak in the micrometer range is visible for Class II events. In this case, the photons escape
the detector and only electrons deposit their energy in the crystal. The range for these
electrons is smaller than for those in the 0νββ-decay process due to their lower energy.
The distribution for Class III events also shows a second peak, but smaller than for the
Class II events and shifted towards higher radii. This is due to the 511 keV photons which
deposit their energy over a larger volume than the electrons.

Since photons in Class IV events deposit only a fraction of their energy in the crystals,
the range of energy deposition varies from the sub-micrometer to the centimeter range.
Again, a smaller peak in the micrometer range is visible. It is due to electrons which come
from decays of 208Tl in the holder structure and are not stopped in the liquid nitrogen.
The distribution for Class V events ranges from the micrometer to the centimeter scale.
The sharp peak at 1 µm is an artifact of the simulation due to the threshold for the
production and tracking of δ-rays1. The peak at around 10 µm is due to the range of
α-particles in the relevant energy region. The distribution above 10 µm is due to δ-rays
and bremsstrahlung photons.

Figure 7.2 (bottom) shows the distribution of R90 for Classes I to IV in the region from
0.1 mm to 10 cm. The total energy for the events in these distributions is required to be
within a window of ±50 keV around Qββ . The difference in R90 for the signal process and
the chosen background processes is more pronounced than in Figure 7.2 (top). Note the
change in the x-scale. Similar calculations for a different setup [109] are compatible with
the results obtained in this study.

As can be seen in Figure 7.2 the range of the photons involved in the processes under
study is indeed approximately 2 - 3 cm. In the chosen segmentation scheme, considering
the size of the crystals, the size of a single segment is comparable with a sphere of radius
1.4 cm. The simple considerations that led to the choice of the segmentation scheme are
thus confirmed.

1A variation of threshold parameters did not have an effect on the simulation results presented in the
following.
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Figure 7.2: Distributions of the radii R90 containing 90% of the energy of the events.
The thick black solid line represents 0νββ events, the other lines show distributions for
selected background events, see inset. A cut on the total energy is either not applied (top)
or applied (bottom). Note the change in the x-scale. Each distribution is normalized to
unity.
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7.4 Multiplicities and suppression factors

The crystal multiplicity, Nc, is defined as the number of crystals in an event which see en-
ergies larger than 10 keV. Similarly, the segment multiplicity, Ns, is defined as the number
of segments in an event with energies larger than 10 keV. The segments do not necessarily
have to belong to the same crystal. Distributions of the crystal/segment multiplicity for
the processes selected in Section 7.2 are displayed in Figure 7.3 (left/right).

Events from all five classes predominantly show energy deposition in only one crystal.
However, for Classes I and V the multiplicity drops faster than for Classes II to IV. The
segment multiplicities for Classes II, III and IV drop off only beyond a multiplicity of
three. Again, the multiplicities drop significantly faster for the classes without photon
emission. The distributions behave as expected from the distributions of R90. The seg-
ment multiplicities show that the segment size is large compared to the size of energy
deposits from electrons in the signal process and comparable to the range of photons in
background events.

The distributions of the energy deposited inside the detectors are shown in Figure 7.4
for the processes selected. For each process the total energy measured for all events (total
energy spectrum) is shown as well as the spectrum of events after anti-coincidence cuts
between crystals (single crystal spectrum, Nc = 1) and between segments (single segment
spectrum, Ns = 1).

The top left histogram shows the energy distributions for the 0νββ-decay process.
Most of the events deposit energy at the Qββ-value, although a tail towards lower energies
is present due to bremsstrahlung. 87% of the signal events deposit their energy within a
10 keV window around Qββ. Since the range of electrons is small compared to the size of
the crystals and segments, anti-coincidence requirements change the energy spectrum only
slightly. The shoulder close to the peak is reduced because soft bremsstrahlung photons
interact in the crystal. The long tail is not affected, because the photons totally escape.

The top right histogram shows the spectra for intrinsic 60Co. The two characteristic
lines from the de-excitation of 60Ni as well as the summation peak are visible in all three
cases. The lines are broadened due to the additional electron that is emitted in the decay.
The suppression is extremely large due to the presence of two photons.

The number suppression factor, SFN, is defined as the ratio of the number of events
which have a measured total energy in a 10 keV window around Qββ and the number of
events which, in addition, fulfill the respective anti-coincidence requirement. This is either
an anti-coincidence between crystals (SFC

N ) or between segments (SF S
N).

The single crystal spectrum reflects a clear suppression of the process for 60Co. The
suppression factors for crystal and segment anti-coincidence are SFC

N =3.2 and SF S
N= 38.3,

respectively.
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The middle left histogram of Figure 7.4 shows the energy spectra for 68Ge. As in the
case of 60Co the single crystal and single segment spectra are suppressed. The suppression
factor is SFC

N =2.4 for the single crystal spectrum and SF S
N=18.0 for the single segment

spectrum. In comparison to 60Co the suppression is not as strong since only one photon
is present in the final state of the decay of 68Ge (68Ga), and the probability of multiple
energy deposits is therefore smaller.

The middle right histogram shows the energy spectra for 208Tl in the copper of the
detector holder. The suppression factor for the single crystal spectrum is SFC

N =2.2. The
single segment spectrum is further suppressed with a suppression factor of SF S

N=4.6. This
is due to multiple interactions in one crystal.

The spectra from the decay of 210Pb on the surface of the detectors are shown in the
bottom left histogram of Figure 7.4. As expected, the anti-coincidence requirements do
not change the spectrum visibly since α-particles have a range which is small compared
to the size of the detectors and the segments.

Figure 7.3: Distributions of crystal (left) and segment (right) multiplicities for the five
selected processes.
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Figure 7.4: Energy spectra of the five selected processes (top left: 0νββ, top right: 60Co,
middle left: 68Ge, middle right: 208Tl, bottom left: 210Pb). The thick black solid line
corresponds to the total energy in all crystals. The thin black line indicates the energy
deposited in one crystal requiring only one crystal to fire (Nc = 1). The thick gray line
is the spectrum of energy deposited in one segment requiring exactly one segment to fire
(Ns = 1). The numerical values for the suppression factors can be found in Table 7.1.
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In order to quantify the benefit of segmentation the simulation was carried out for the
main sources of radioactive background expected in the GERDA experiment. The sup-
pression factors achieved by anti-coincidence requirements between crystals and between
segments were calculated for different isotopes located in different components. The re-
sults are summarized in Table 7.1. Note that the class of background an isotope belongs
to also depends on its position.

Table 7.1: Summary of suppression factors for single crystal (SFC
N ) and single segment

(SF S
N) anti-coincidence requirements for a representative selection of isotopes. A detector

unit consists of the crystal, a holder structure (copper and Teflon), Kapton cables and
electronics. The electronics is placed about 30 cm above the detector array.

Material Source Class SFC
N SF S

N

Crystal

Germanium 214Bi II (e− + γ) 1.8 ± 0.1 5.5 ± 0.3
208Tl II (e− + γ) 2.6 ± 0.4 13.0 ± 3.7
60Co II (e− + γ) 3.2 ± 0.1 38.3 ± 1.0
68Ge III (e+ + γ) 2.4 ± 0.1 18.0 ± 1.4

Surface 210Pb V (α) 1.0+0.4
−0 1.0+0.4

−0

Detector holder

Copper 214Bi IV (γ) 2.8 ± 0.5 6.0 ± 1.4
208Tl IV (γ) 2.2 ± 0.4 4.6 ± 0.9
60Co IV (γ) 6.7 ± 0.2 157.2 ± 26.7

Teflon 214Bi IV (γ) 2.2 ± 0.3 12.8 ± 3.7
208Tl IV (γ) 2.5 ± 0.3 10.0 ± 2.1
60Co IV (γ) 3.8 ± 0.1 106.3 ± 7.6

Cables

Copper 214Bi IV (II) (γ) 3.3 ± 0.5 7.4 ± 1.3
208Tl IV (II) (γ) 3.1 ± 0.7 4.7 ± 1.2

Kapton 214Bi IV (II) (γ) 3.3 ± 0.5 7.4 ± 1.3
208Tl IV (II) (γ) 3.1 ± 0.7 4.7 ± 1.2

Electronics

Misc. 208Tl IV (γ) 1.5 ± 0.3 2.9 ± 0.6

As expected Class V events do not show an improved rejection by requiring anti-
coincidence between segments. The suppression factors for Class II to IV events for
segment anti-coincidence are much larger than the suppression factors for crystal anti-
coincidence. The ratio of the segment and crystal suppression factors ranges from 3 to 12
for Class II events and is 8 for Class III events. For Class IV events the ratio ranges
from 2 to 30. 60Co events with their two photons in the final state are particularly well
suppressed.
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The suppression factor for the decay of 208Tl strongly depends on the position of the
isotope. For radio-impurities inside or close to the crystal (germanium, detector holder)
the suppression factor is larger than for those in a larger distance to the crystal (cables,
electronics). This is due to the electrons in the final state which do not reach the detector
in the latter case.

Note, that the absolute values of the suppression factors depend on the geometry of
the detectors, the array and the electronics as well as the cooling medium.



Chapter 8

Background rejection using pulse
shape analysis

The time structure of the germanium detector response, or pulse shape, is analyzed to
distinguish between electrons and multiply scattered photons.

Pulse shape analysis methods have already been used for double beta-decay experi-
ments [110–115]. They are now extended to segmented detectors. In this study the focus is
on pulse shape analysis after the application of a single segment requirement as presented
in the previous chapter and in [68]. Note that the study presented in the previous chapter
was purely based on Monte Carlo data. This study will be based on data since no adequate
pulse shape simulation is currently available. Thus, the techniques are outlined in this
chapter and the results will be discussed in Chapter 11 once the experimental apparatus
is described (see Chapter 9).

8.1 Analysis methods

The methods introduced in the following are developed to distinguish two types of events,
referred to as electron-like and photon-like. The methods are trained with training samples
which are dominated by either of the two types of events. The methods are then tested
with independent test samples.

8.1.1 Likelihood discriminant method

Four quantities are calculated for each pulse shape. These quantities provided separation
power in previous studies [114, 115]. Figure 8.1 shows an ideal pulse and the quantities
calculated are indicated. All quantities are given subscripts C and S for the core and
segment pulse shapes, respectively. These are:

• the risetime τ10−30, defined as the difference between the times the integrated charge
amplitude has reached 10% and 30% of its maximal amplitude;
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• the risetime τ10−90, defined as the difference between the times the integrated charge
amplitude has reached 10% and 90% of its maximal amplitude;

• the left-right asymmetry ζ, defined as the asymmetry of the area below the left
and the right half of the current pulse, Al and Ar, measured from the maximum1,
ζ = Al−Ar

Al+Ar
;

• the current pulse width δ, defined as the full width at half maximum of the current
pulse.
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Figure 8.1: Ideal pulse shape: the integrated charge (thick black) and the current (thin
black). Indicated are the quantities τ10−30, τ10−90, δ, Al (hatched) and Ar (open) according
to [115].

The variables are histogrammed for both training samples and their integrals are nor-
malized to unity. These relative frequencies are used to define a discriminant, given the
event is electron-like or photon-like. The respective overall discriminants, pe− and pγ , are
calculated by multiplying the individual discriminants:

pk
e− = p(τ10−30,k|e−) · p(τ10−90,k|e−) · p(ζk|e−) · p(δk|e−) , (8.1)

pk
γ = p(τ10−30,k|γ) · p(τ10−90,k|γ) · p(ζk|γ) · p(δk|γ) , (8.2)

with k = C or S for the core and segment pulses, respectively. Note that no correlations
among these quantities are taken into account.

1The definition differs from the one given in [114, 115].
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Likelihood discriminants (LHD) are constructed from the electron-like and photon-like
probability densities for each individual event:

DC =
pC

e−

pC
e−

+ pC
γ

, (8.3)

DC+S =
pC

e− · pS
e−

pC
e−

· pS
e−

+ pC
γ · pS

γ

, (8.4)

where DC uses information from the core electrode only and DC+S uses information from
the core and segment electrodes. D varies between 0 and 1 by construction. D peaks
at 1 for electron-like events; for photon-like events D peaks at 0. Events are identified as
electron-like for D > D and as photon-like for D < D, where D is a chosen parameter.

8.1.2 Library method

The electron-like training samples are interpreted as libraries of electron-like reference
pulses. An average χ2 with respect to all reference pulses is calculated for each pulse
shape in the test samples. For the kth reference pulse and the lth pulse shape under study
the average χ2 is defined as

χ2
k,l =

1

N

N
∑

i=1

(xk,i − xl,i)
2

σ2
, (8.5)

where N is the number of bins of the pulse shapes and xk,i and xl,i are the pulse heights
in bin i of the kth reference pulse and the lth pulse under study. σ2 is defined as

σ2 = σ2
k + σ2

l , (8.6)

where σk and σl are the noise amplitudes of the reference pulse shape and the pulse shape
under study. The noise amplitude is the RMS of the baseline measured during the one µs
before the onset of the pulse.

The minimum χ2 is selected with respect to the reference pulses and denoted
χ2

min = χ2
kmin,l for each pulse shape in the test sample. Ideally, the minimum χ2 for

electron-like events should be smaller than that for photon-like events. Events are identi-
fied as electron-like for χ2

min < χ2 and as photon-like for χ2
min > χ2, where χ2 is a chosen

parameter.

8.1.3 Neural network method

Artificial neural networks (ANNs) are used to separate electron-like from photon-like
events. Input neurons are fed with samples of the normalized pulse shapes, starting from
the time when the amplitude has reached 10%. 40 consecutive samples per pulse shape
are used. In case only the core information is used, the ANN consists of 40 input neurons,
40 hidden neurons and one output neuron. An additional 40 input neurons are used in
the ANN if the segment pulse shape is also used.
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The ANNs are trained by feeding them with pulse shapes from the two training samples
and simultaneously providing the information which of the samples each pulse belongs to
(0: electron-like, 1: photon-like). The ANNs adjust the internal neurons iteratively using
the Broyden, Fletcher, Goldfarb, Shanno (BFGS) learning method [116]. Each ANN is
trained in about 1 000 iterations. The output quantity, NN , is larger for photon-like
events than for electron-like events. Events are identified as electron-like for NN < NN
and as photon-like for NN > NN , where NN is a chosen parameter.



Chapter 9

GERDA test facility

The GERDA test facility at the Max-Planck-Institut für Physik, Munich, was founded
with the aim to develop and study germanium detectors for the Phase II of the GERDA

experiment. Studies are performed to (1) verify the concept of operating n- and p-type
germanium detectors directly in liquid nitrogen or argon and to (2) choose a segmenta-
tion scheme suitable for the rejection of background events as described in Chapter 7.
Within this context an 18-fold segmented n-type prototype detector for the Phase II
of GERDA was developed and produced in close collaboration with the manufacturer
Canberra-France [117]. The detector setup and the corresponding simulation are described
in Sections 9.2 and 9.3. The operation of an unsegmented n-type germanium detector sub-
merged in liquid nitrogen or argon was the first step towards the GERDA experiment.
This test stand is described in Section 9.1.

An additional test stand in which p-type detectors are used for long-term studies is also
currently in operation. It provided for example information about the infrared-sensitivity
of detectors which is independent of the bulk type.

9.1 Cryoliquid-submersion test stand

A test stand was built which allows the operation of an n-type germanium detector sub-
merged in liquid nitrogen or argon. The cylindrical closed-ended coaxial detector Mikesch
has an outer and inner diameter of 64.5 mm and 10.0 mm, respectively. The crystal has
a height of 77.2 mm with an inner bore depth of 61.0 mm. The operation bias voltage is
(-)3 500 V.

The detector is mounted onto a dip-stick allowing the lowering of the crystal into a
dewar filled with cryogenic liquid. The dewar holds 4 liters of liquid nitrogen which allows
a measuring time of approximately 6 hours. A heating element on the bottom of the
dewar is used to increase the evaporation rate of the cryogenic liquid during the warm-up.
The FET is mounted onto the dip-stick close to the diode and is also submerged into
the cryogenic liquid. A flange is mounted above the FET which closes the opening of
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the dewar once the detector is submerged. A feed-through connects the output line to a
PSC-823C pre-amplifier board outside the dewar. A copper Faraday shield is mounted
onto the board. A heating element on the flange protects the outer surface from icing.
A specially produced 60Co source can be lowered into the cryogenic volume through the
flange. Figure 9.1 (left) shows a sketch of the setup. Photos of the test stand are shown
in the same figure (middle and right).
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Figure 9.1: Left: Sketch of the submersion test stand. Middle: Photo of the n-type
detector attached to the dip-stick. The FET is located close to the crystal. The detector
is protected against mechanical damage by a Teflon shield. Right: Photo of the dewar
into which the n-type detector is lowered.

9.1.1 Cooling cycle

The time from the submersion of the detector into the cryogenic liquid to the time it is
removed and warmed up is referred to as one cooling cycle. The detector surface is partic-
ularly fragile and sensitive to moisture from the surrounding laboratory air. The warm-up
procedure is thus critical with respect to the integrity of the crystal and is described in
the following.

After the high voltage is ramped down and the radioactive source is removed the cryo-
stat is sealed with clamps. A safety valve is mounted onto the feed-through for the source.
A tube connected to a line with pressurized gaseous nitrogen is inserted through a second
feed-through. The heating element on the bottom of the dewar is switched on and causes a
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fast evaporation of the cryogenic liquid. After the liquid is evaporated the crystal remains
in the cryostat to warm up to room temperature. This steps takes approximately four
hours. Gaseous nitrogen is flushed during this stage in order to prevent moisture from the
surrounding air to settle onto the detector surface. This is particularly important while
the crystal is still cold. After the detector has reached room temperature it is removed
and inserted into an aluminum storage container. The container is sealed and a vacuum
of about 100 mbar is pumped.

9.1.2 Results

The performance of the Mikesch detector was evaluated with respect to the operation
in liquid nitrogen or argon and with respect to the stability over several cooling cycles.
During each cooling cycle a measurement with a 60Co source was performed.

Figure 9.2 shows the very first 60Co spectrum taken with the detector operated in
liquid nitrogen. About 32 000 events were collected in a measuring time of 30 minutes.
The two lines of 60Co at 1 173 keV and 1 332 keV are clearly visible. The FWHM of the
1 332 keV peak is about 6 keV. The resolution of the detector was dominated by electronic
noise due to the imperfection of the Faraday shield which could not be replaced.
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Figure 9.2: First 60Co spectrum taken with Mikesch operated in liquid nitrogen. The two
lines of 60Co at 1 173 keV and 1 332 keV are clearly visible.
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In total 20 cooling cycles were performed with liquid nitrogen as cooling medium over
a period of about 8 months. No degradation of the detector performance was observed
during that time. The energy resolution at 1 332 keV was constantly around 6 keV and
dominated by electronic noise. Further longterm tests with the detector are planned.

The detector showed a similar performance with liquid argon as cooling medium for
which three cooling cycles were performed (see Figure 9.2). Due to an insufficiently
shielded high voltage feed-through the tests were interrupted.

9.2 Phase II prototype detector Siegfried

The first GERDA Phase II prototype detector Siegfried is a high-purity n-type germa-
nium detector with a true coaxial geometry. The detector specifications as provided by
the manufacturer are summarized in Table 9.1. The germanium crystal has a height of
70 mm and an outer diameter of 75 mm. The inner diameter is 10 mm. The active volume
is 302 cm3, the total mass is 1.6 kg. The detector is 6-fold segmented in the azimuthal
angle φ and 3-fold segmented in the height z. The segmentation scheme and the detector
coordinate system are displayed in Figure 9.3 where a scheme of the cabling (left) and the
segment numbering (right) are shown. The segments are read out using a Kapton printed-
circuit-board (PCB) with snap-contacts [118]. The operation voltage of the detector is
(+)3 000 V.
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Figure 9.3: Cabling scheme (left) and segment numbering (right) of the prototype detector
together with the detector coordinate system.
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Table 9.1: Detector specifications as provided by the manufacturer.

Parameter Value

Operating voltage (+)3 000 V
Outer diameter 75 mm
Inner diameter 10 mm
Height 70 mm
Active volume 302 cm3

Mass 1.6 kg

FWHM at 122 keV 0.99 keV
FWHM at 1 333 keV 1.99 keV
Rel. efficiency 80.4%
Peak to Compton ratio 75.7

The crystal was placed inside a two-walled aluminum cryostat with a combined thick-
ness of 6 mm. The detector center is at z = 66 mm and r = 0 mm, the cryostat extends
up to z = 116 mm and r = 75 mm. A copper cooling finger was used as thermal link
between the detector and a 60 l dewar below the detector filled will liquid nitrogen. A
temperature monitor was used to measure the temperatures at several locations in the
detector cryostat using Pt100 resistors. Liquid nitrogen was refilled daily resulting in a
temperature stability of about ±3 K. A comparison of spectra taken at different temper-
atures within this range showed neither significant differences in the general shape of the
spectra nor in the energy resolution.

A schematic diagram of the detector and the read out scheme are shown in Figure 9.4
(left). The core and each segment were read out using charge sensitive PSC-823C pre-
amplifiers with a decay time of 50 µs. The FET for the core electrode was mounted inside
the cryostat close to the detector, the FETs for the segment electrodes were incorpo-
rated into the pre-amplifier boards. The boards were mounted onto two massive copper
grounding plates of 3 mm thickness on both sides of the detector. These ears housed the
pre-amplifiers as well as low and high voltage filters. A copper shielding was mounted
onto the plates and served as a Faraday cage. Figure 9.4 (right) shows the layout of the
feed-throughs to the detector cryostat. One side provided the feed-throughs for the high
voltage and the signal lines for segments 10–18 (Connector A). The other side serviced the
signal lines for segments 1-7 (Connector B) and housed a multi-purpose connector (Con-
nector C) for the signal lines for segments 8–9 and a test-input for the core pre-amplifier.
In addition, the Pt100 at the end of the cooling finger was connected here. The feedback
(FB) and drain (D) for the core signal line were also connected to Connector C.

The pre-amplified signals were digitized using a data acquisition system based on 5
14-bit ADC PIXIE-4 modules at a sampling rate of 75 MHz. Energy was calculated using
software filters [119]. Recorded pulse shape data consisted of 300 13.3 ns samples of the
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Figure 9.4: Schematic diagram of the detector and the read out scheme (left) and the
layout of the feed-throughs to the detector cryostat (right).

integrated charge amplitude. The onset of the signal was delayed by 1 µs. The energy
threshold of the core and segment electrodes was set to 20 keV. Cross-talk between the
core and the segment pre-amplifiers was corrected for (see Section 11.1). A constraint in
the DAQ system, which resulted in the inability to handle late arriving signals, caused a
fraction of less than 10% of individual segment signals to not be recorded.

Figure 9.5 (left) shows a detector mock-up with the cable for the prototype detector.
A photograph of the detector setup as operated is shown on the right. The pre-amplifiers
inside the copper housing are visible in the right ear.

Figure 9.5: Left: Detector mock-up with the cable for the prototype detector. Right:
Photo of the prototype detector setup with the two copper ears. The pre-amplifiers inside
the copper housing are shown on the right.
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9.3 Siegfried Monte Carlo simulation

A Monte Carlo simulation of the prototype detector Siegfried and the surrounding infras-
tructure was performed using the MaGe framework introduced in Section 7.1. The energy
deposited in each segment was recorded and the core energy was calculated by adding all
segment energies. The segment and core energies were individually smeared according to
the energy resolutions of the prototype detector measured in the individual channels.

The drift anisotropy of charge carriers inside the germanium diode can cause elec-
trons and holes to deviate from their nominal path. It is therefore possible to measure
energy in one segment even if the energy was deposited in the neighboring segment. In
the simulation a correction was applied to the segment energies in order to account for
this effect. An effective model was used which assigned a segment to each energy deposit
depending on its position with respect to the axes of the crystal and the segment borders.
The maximum angular shift is 3.5◦. The directions of the crystal axes were measured (see
Chapter 11) and used as input for the Monte Carlo. The variation of this effect by 40%
with respect to the two hemispheres of the detector was also simulated.

Each segment was assigned a relative efficiency with respect to the core of the order
of 90%. This effectively models the DAQ-inefficiency.
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Chapter 10

Siegfried measurements and data
sets

Data were taken with the GERDA Phase II prototype detector Siegfried in the setup
described in Chapter 9. The goal was to study the detector and to verify the Monte
Carlo. Three different sets of measurements were performed to (1) characterize the detec-
tor properties and to test the performance of the segmentation; to (2) study the potential
to distinguish between electron and photon induced events using energy information from
the core and segment electrodes; and to (3) study the time-structure of the detector re-
sponse. The three sets of measurements and the data sets collected are described in the
following.

Due to the placement of the core FET cross-talk between the core signal line (amplified
signal) and the segment signal lines (unamplified signals) was observed for one detector
hemisphere (segments 1–9). All data sets were corrected for this. Details of the correction
procedure can be found in Section 11.1.

10.1 Detector characterization measurements

A 60 kBq 60Co source was positioned 10 cm above the center of the detector cryostat
(z = 216 mm, r = 0 mm). The energy seen by the core electrode was recorded for differ-
ent bias voltages from 1.5 kV to 3.1 kV in steps of 0.1 kV. The measuring time was 300 s
for each measurement.

Segment 14 was scanned in z- and φ-directions using a 75 kBq 152Eu source with a
copper collimator. The collimator had a length of 52 mm and a pin-hole diameter of
1 mm. The inner and outer diameter were 11 mm and 25 mm, respectively. The spot
size on the detector surface was estimated to be 150 mm2, where the distance between
the collimator and the detector was 50 mm. The core energy was required to exceed the
threshold. For the scan in the z-direction the source was centered in φ on segment 14. A
total of 11 measurements with a step size of 5 mm were performed. An uncertainty in z of
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∆z = 1.0 mm was estimated. For the scan in the φ-direction the source was centered in z
on segment 14. In total 26 measurements were performed. Within the range of Segment 14
the step size was chosen to be 5◦. For the neighboring segments 13 and 15 a step size of
10◦ was chosen. An uncertainty in φ of ∆φ = 2.5◦ was estimated. A total of 180◦ was
covered. For each event the pulse shapes of the core and segment electrodes were recorded.
About 50 000 events per measurement were written to file.

Segment 11 was scanned in the radius r using the same source and collimator. The
distance between the collimator and the top of the detector was 20 mm. The source was
centered in φ on segment 11. In total seven measurements with a step size of 5 mm were
performed. The uncertainty in r was estimated to be ∆r = 1.0 mm. The core energy was
required to exceed the threshold. For each measurement the pulse shapes of the core and
segment electrodes were recorded. About 50 000 events per measurement were written to
file.

10.2 Segmentation study

Several measurements were performed with radioactive sources positioned 10 cm above
the center of the detector cryostat (z = 216 mm, r = 0 mm). For each event the energy
and time information of the core and segment electrodes were recorded. The core energy
was required to exceed the threshold. Measurements were performed with three different
sources: (1) a 60 kBq 60Co source, (2) a 100 kBq 228Th source and (3) a 75 kBq 152Eu
source. In the context of the analysis, these data samples are referred to as source data
samples in the following and contain approximately 4 · 106 events each. An additional
measurement without any source was performed in order to estimate the background in the
laboratory. This background data sample contains approximately 106 events. Figure 10.1
shows the raw energy spectra obtained with the core electrode for the three source data
samples and the background data sample. The photon lines from the sources are cleary
visible. The background lines, in particular the 2 615 keV line from 208Tl, are also visible
in each spectrum.

10.3 Pulse shape analysis

A 100 kBq 228Th source was placed at z = 66 mm and r = 175 mm facing towards the
center of segment 14, located in the middle row. Two data sets were taken with different
trigger conditions labeled TRC and TRS . The former trigger condition requires the core
electrode to show an energy above 1 MeV. The collected data set is referred to as core
data set and contains 127 000 events. The latter trigger condition requires segment S to
show an energy above 1 MeV. The collected data set is referred to as segment data set and
contains 420 000 events. As an example, Figure 10.2 shows a pulse shape measured with
the core (left) and segment S electrode (right) for an event in the segment data set.
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Figure 10.1: Raw energy spectra obtained with the core electrode for the 60Co (top, left),
228Th (top, right) and the 152Eu (bottom, left) source data samples. The sources were
placed 10 cm above the detector cryostat. The energy spectrum for the background data
sample is also shown (bottom, right). The bin size is 1 keV and the area of each spectrum
is normalized to unity.

10.3.1 Event selection

A pre-selection applied to the segment data set collects events with energy deposited in
only one segment. It requires the energy measured in segment 14 to be the same as the
energy measured in the core within ±5 keV. In total, 150 396 events fulfill the pre-selection
criterion.

Four data samples each are selected from the core and segment data sets. The data
samples are defined by the energy measured in the core and are labeled:

• DEP : The sample contains events with a core energy in the region of (1 593 ± 5) keV.
These events are associated with the double escape peak of the 2 615 keV 208Tl pho-
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Figure 10.2: Pulse shape measured with the core (left) and segment 14 electrodes (right) for
an event in the segment data set. The energy of 1 758 keV seen in the core is completely
contained in segment 14. The starting time is chosen arbitrarily in this example. The
amplitude is in arbitrary units but the scale is the same for both pulse shapes. The pulse
shapes are different as is expected for the different charge carrier types which dominate
the development of the pulses.

ton. The photon produces electron-positron pairs of which the positron subsequently
annihilates. Both 511 keV annihilation photons escape the detector. Energy is de-
posited locally, i.e., on a millimeter scale.

• Γ1: The sample contains events with a core energy in the region of
(1 620 ± 5) keV. These events are associated with photons of this energy produced
in the decay of 212Bi. The photons mostly scatter multiple times before their energy
is fully deposited inside the detector.

• Γ2: The sample contains events with a core energy in the region of
(2 615 ± 5) keV. These events are associated with photons of this energy produced
in the decay of 208Tl. The photons mostly scatter multiple times before their energy
is fully deposited inside the detector.

• ROI: The sample contains events with a core energy in the region of interest,
(2 039±50) keV. These events are predominantly associated with Compton scattered
photons from 208Tl.
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The requirements of the trigger, pre-selection and event selection are listed in Ta-
ble 10.1. Also the number of events in the corresponding data samples are shown. The
amount of background in each data sample, as estimated from taking spectra without the
228Th source present, was found to be less than 1%.

Table 10.1: Requirements of the trigger, pre-selection and event selection, and the number
of events in the corresponding data samples. EC and ES are the core and segment 14
energy, respectively.

Cut Condition Events

Trigger (TRC) EC > 1 MeV 127 000
Pre-selection - 127 000
Selection (DEP ) |EC − 1 593 keV| < 5 keV 1 673
Selection (Γ1) |EC − 1 620 keV| < 5 keV 1 965
Selection (Γ2) |EC − 2 615 keV| < 5 keV 22 924
Selection (ROI) |EC − 2 039 keV| < 50 keV 6 431

Trigger (TRS) ES > 1 MeV 420 000
Pre-selection |EC − ES | < 5 keV 150 396
Selection (DEP ) |EC − 1 593 keV| < 5 keV 3 492
Selection (Γ1) |EC − 1 620 keV| < 5 keV 1 972
Selection (Γ2) |EC − 2 615 keV| < 5 keV 19 243
Selection (ROI) |EC − 2 039 keV| < 50 keV 7 707

10.4 Full event display

Figure 10.3 shows the pulse shapes from the core and segment electrodes for an event in the
152Eu sample collected with the source located at an angle of φ = 200◦ and z = 66 mm.
The energy measured with the core electrode is approximately 1 408 keV. The event is
associated with a photon from the decay of 152Eu. No energy was deposited in the segments
1–9 - the pulse shapes seen are due to cross-talk induced by the core signal line. Energy
was deposited in the segments 11, 13 and 14. This is interpreted as an incident photon
which scattered three times inside the crystal. The identification of multiply scattered
photons using segmented detectors is demonstrated in the next chapter.
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Figure 10.3: Event display for an event with a multiply scattered photon. For details see
text.



Chapter 11

Siegfried results

11.1 Prototype detector characterization

11.1.1 Leakage current and capacitance

The leakage current and the capacitance of the detector were measured at Canberra-
France. Figure 11.1 shows the total capacity (top) and the leakage current (bottom) as
a function of the applied bias voltage. The capacity drops with increasing voltage until
it stabilizes at around 2.5 kV at a level of 35 pF. In comparison, the capacitances of the
individual segments are of the order of 2 pF (at 3.0 kV). The leakage current increases
with increasing voltage until it stabilizes at around 2.5 kV and is of the order of 10 pA.

11.1.2 Bias voltage

The number of events under the 1 333 keV peak of 60Co in the core electrode spectrum
was calculated and divided by the measuring time. This average count rate is shown in
Figure 11.2 (left) as a function of the applied bias voltage. The rate increases from about
10 Hz at 1.5 kV to 20 Hz at 2.5 kV where it reaches a plateau. As discussed in Section 5.4,
partially depleted detectors have a reduced charge collection efficiency, and thus the ob-
served count rate decreases. The charge collection efficiency is constant for bias voltages
above the full depletion voltage.

The full width at half maximum (FWHM) of the 1 333 keV peak of 60Co in the core
electrode spectrum is shown in Figure 11.2 (right) as a function of the applied bias voltage.
The resolution improves from 6 keV at 1.5 kV to about 2.6 keV at 2.5 kV where it reaches
a plateau. This is consistent with the measured rate and indicates a full depletion voltage
of about 2.5 kV.

11.1.3 Cross-talk

Cross-talk between the core and the segment lines as well as cross-talk between the seg-
ment electrodes were studied using the large 228Th sample. Figure 11.3 (left) shows the

87
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Figure 11.1: Total capacity (top) and leakage current (bottom) as a function of the applied
bias voltage. The measurements were performed at Canberra-France.

scatter plot of the energy measured in segment 1 vs. the core energy. Events in which all
energy is deposited inside segment 1 are located in the upper diagonal line. Events above
this line are physically not possible (neglecting the energy resolution), since the energy
measured in the core is the sum of all energy deposits. The vertical lines correspond to
events in which the energy of a photon is fully deposited inside the detector but only a
fraction of the energy is deposited inside segment 1. The events in which no energy is de-
posited inside segment 1 should be visible as a horizontal line at zero segment energy. Due
to cross-talk between the core and the segment this line is tilted and has a non-vanishing,
positive slope. This slope is visible in the segments 1–9 and expected as the amplified core
signal is passed close to the segment lines as described in Section 9.2. Neither cross-talk
between the core and segments 10–18 nor between the segment electrodes themselves is
observed.
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Figure 11.2: Rate (left) and FWHM (right) of the 1 333 keV peak of 60Co in the core
electrode spectrum as a function of the applied bias voltage. Both reach a plateau at the
full depletion voltage of about 2.5 kV.

A first order correction was applied to all data sets. The true energy deposited inside
a segment, Etrue, is composed of the measured energy, Emeas, reduced by a fraction of the
core energy, Ecore:

Etrue = Emeas − κ · Ecore , (11.1)

where κ is a measure for the strength of the cross-talk into each individual segment. Ta-
ble 11.1 summarizes the measured values for κ which vary between 0.1% and 39%, where
only two segments show a cross-talk larger than 4%. Figure 11.3 (right) shows the scatter
plot of the energy measured in segment 1 vs. the core energy after the cross-talk correction.

Table 11.1: Strength of the cross-talk between the core and segment lines.

Segment 1 2 3 4 5 6 7 8 9

κ 0.128 0.014 0.0009 0.033 0.024 0.037 0.014 0.037 0.385

Figure 11.4 shows the corrected energy spectrum of segment 1 close to zero energy with
Ecore > 1 750 keV. Ideally, the spectrum should be Gaussian distributed around zero. As
can be seen, second order effects contribute to the spectrum which are not accounted for
in the correction. The spectrum peaks at zero and is fitted with a Gaussian, yielding a
mean value of (0.207 ± 0.002) keV and a FWHM of (3.04 ± 0.001) keV. A second, much
smaller peak around -13 keV is ignored.
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Figure 11.3: Scatter plots of the energy measured in segment 1 vs. the core energy before
(left) and after (right) the cross-talk correction described in the text.
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Figure 11.4: Energy spectrum of segment 1 after the cross-talk correction for core energies
larger than 1 750 keV and segment 1 energies around zero. For a discussion, see text.

11.1.4 Segment-core correlation

The large 228Th data sample was used to study the correlation between the energy mea-
sured in the segments and the core. Figure 11.5 shows a scatter plot of the energy mea-
sured in segment 13 vs. the core energy. Several features are visible which are due to the
2 615 keV photon of 208Tl. A few of these are:
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• P1: The 2.6 MeV photon does not scatter outside segment 13. Pair production
occurs in this segment. One 511 keV annihilation photon escapes segment 13 and
deposits its energy in another segment.

• P2: As for P1, but both annihilation photons escape the segment. One photon
deposits its energy somewhere else in the detector, the other one escapes the detector.

• P3: The 2.6 MeV photon induces pair production outside segment 13 and one
511 keV annihilation photon escapes the detector. The other annihilation photon
deposits its full energy inside segment 13.

• P4: As P3, but the second annihilation photon is absorbed in the detector.

• D1–D3: The 2.6 MeV photon induces pair production. One of the 511 keV annihi-
lation photons deposits a part of its energy inside segment 13 before escaping the
detector.
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Figure 11.5: Scatter plot of the energy measured in segment 13 vs. the core energy. Several
features are visible and some (P1–P4, D1–D3) are described in the text. The few events
above the diagonal line for low core energies are due to the DAQ-inefficiency described in
Section 9.2.
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11.1.5 Linearity

The linearity of the detector and the DAQ-system were evaluated using the large 228Th
sample. The most prominent photon lines of the 228Th source, ranging from 510.7 keV
to 2614.5 keV were used. The resulting peaks in the energy spectra were fitted with a
Gaussian plus linear function. The relative deviation from the nominal peak positions
were calculated and fitted with a linear function. The maximum deviation from the line
was defined as the deviation from linearity. The deviations of the core and the segments
range from 0.02% to 0.09%.

11.1.6 Energy resolution

The energy resolution, the FWHM at 1 333 keV, of the core and segment electrodes are
shown in Figure 11.6. The core had an energy resolution of 2.6 keV. The segment resolution
varied between 2.4 keV and 4.8 keV with an average of 3.3 keV. The energy resolution was
limited by electronic noise. The tightness of the Faraday cage and the proper connection
of the grounding plates affected the resolution by an order of one keV. The radiation from
machinery in neighboring laboratories also contributed to the noise.
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Figure 11.6: Energy resolution of the core and segment electrodes measured as FWHM of
the 1.3 MeV peak of 60Co.

11.1.7 Segment scan

The 122 keV line in the spectra of segments 13–15 were fitted with a Gaussian for each
data sample collected in the φ-scan of segment 14 (see Section 10.1). The average count
rate was calculated from the number of events under the peak and the measuring time.
Photons in this energy region are expected to deposit their energy locally. Figure 11.7
(left) shows the average count rate of segments 13–15 as a function of the angle φ, where
the center of segment 14 is found to be at 200◦. All three distributions were fitted with
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a step function folded with a Gaussian. The step function reflects the small distance
between the segments. The Gaussian accounts for the finite spot size of the collimator
(r ∼ O(7)) mm, the scattering process of these low-energy photons inside the germanium
(r ∼ O(1) mm) and the diffusion of charge carriers (r ∼ O(1) mm). The maxima of the
three distributions were forced to be separated by 60◦. The height and width of each
distribution were free parameters. The fit describes the data well although the maximum
rate in segment 13 is only 70% of the maximum rate observed in the other two segments. It
is most likely that additional material like cabling or support structure inside the cryostat
caused this attenuation.

Figure 11.7 (right) shows the rate of the 122 keV line for the segments 11, 14 and
17 as a function of the height z. The distributions were fitted with the same function
as for the φ-scan while forcing the maxima to be separated by 2.3 cm corresponding to
the segmentation scheme. The maximum count rates vary by about 30% which was most
likely caused by the geometrical acceptance of the collimated source and the distribution
of material inside the cryostat.
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Figure 11.7: Average count rate in the 122 keV peak of 152Eu measured in different
segments as a function of the angle φ (left) and the height z (right) of the source position.

The widths of the distributions are constant as expected and listed in Table 11.2. On
average, they are about (12.5 ± 0.3)◦ in φ and about (5.9 ± 0.4) mm in z.

11.1.8 Drift anisotropy

The φ-scan data samples were used to investigate the drift anisotropy of electrons. Events
with a measured core energy of (122±2.5) keV were selected and the 10%-30% and 10%-
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Table 11.2: Widths of the average count rate distributions for the φ- and z-scan.

Segment φ-scan, FWHM [◦] z-scan, FWHM [mm]

11 - (5.9±0.8)
13 (12.3±0.5) -
14 (12.0±0.5) (5.6±0.6)
15 (13.3±0.7) -
17 - (6.1±0.7)

90% risetimes, τ10−30 and τ10−90, were calculated. The pulse shapes were dominated by
the drift of electrons as the low-energy photons deposited their energy close to the outer
surface of the detector. In case the charge carriers drift along the field lines (neglecting
the drift anisoptropy discussed in Chapter 5) the risetime is expected to only depend on
the radius at which energy is deposited and not on the angle. Figure 11.8 shows the aver-
age risetime as a function of the angle φ. The dashed lines indicate the segment borders
identified in the previous study.

The risetimes vary by about 5% and have a maximum at the center of segment 14.
The solid line is a fit with a sine function. The oscillatory behavior shows a period which
is consistent with 90◦. The effect is smaller than anticipated which can be explained by
the finite spot size of the collimator and the fact that not all photons deposit their energy
at or close to the outer surface of the detector.
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Figure 11.8: Average 10%-30% (left) and 10%-90% (right) risetime measured with the
core electrode as a function of the angle φ.
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11.1.9 Mirror charges and position sensitivity

As discussed in Section 5.5 the charge carriers not only induce charges in the electrodes
they drift towards, but also in the neighboring electrodes. In events in which energy is
deposited locally the relative heights of pulse shapes from neighboring segments can be
used to obtain information on the position of the energy deposit. Events with a measured
core and segment energy of (122±2.5) keV were selected from the z- and φ-scan data
samples and the ratios of the neighboring pulse heights, A, were calculated. The mirror
charge asymmetries for a single segment (here: segment 14) are defined as

Ar−l = log

(

Al

Ar

)

= log

(

A15

A13

)

, (11.2)

At−b = log

(

At

Ab

)

= log

(

A11

A17

)

. (11.3)

Figure 11.9 (left) shows the average asymmetries for segment 14 as a function of the an-
gle φ. A clear dependence of the right-left asymmetry on the angle φ is observed. The
top-bottom asymmetry is constant as expected. Figure 11.9 (middle) shows the average
asymmetries for segment 14 as a function of the height z. A clear dependence of the top-
bottom asymmetry on the height z is observed. The right-left asymmetry is constant as
expected. The asymmetries are not centered around zero due to the different amplification
factors of the pre-amplifiers.

Figure 11.9 (right) shows the average 10%-30% risetime as a function of the radius r for
the 122 keV peak measured with segment 11 and the core. The risetime depends almost
linearly on the radius. Segment and core risetimes show opposite trends. This can be
explained in the context of Ramo’s Theorem. The weighting fields used to calculate the
induced charge on an electrode are stronger close to the electrode. Charge carriers created
close to the core electrode cause a steeper onset of the pulse compared to charge carriers
created closer to the outer surface of the detector and thus a shorter 10%-30% risetime.
The opposite holds true for the segment electrode. At small radii the risetime as seen in
the core electrode does not decrease linearly; a saturation effect in the risetime occurs.

Figure 11.10 shows pulse shapes of an event measured with segments 15, 14 and 13.
The data was collected with the 152Eu source at an angle of φ = 220◦ and a height of
z = 66 mm. The energy measured with the core and segment 14 electrode is 1 408 keV.
Both neighboring segments show mirror charges induced by the charge carriers.

The position of the energy deposit for a single event cannot be obtained in the data
sets used, because the spread in the position sensitive quantities for the z−, φ− and
r-coordinate are too large. This is due to the spot size of the collimator used. It was
shown in other experiments that pulse shape analysis can yield spatial resolutions of about
0.5 mm [103]. Only the average values of the position sensitive quantities in each data set
show a correlation with the source position.
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Figure 11.9: Mirror charge asymmetries for the φ- (left) and z- (middle) scan data sets.
The average 10%-30% risetime versus r as seen in segment 11 and the core are shown on
the right.
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Figure 11.10: Pulse shapes of an event in which energy is deposited in segment 14. The
left and right segments show mirror charges.

11.1.10 Summation of segment energies

In order to simulate different segmentation schemes the segment energies were added up
in three different schemes: sectors, rings and hemispheres. A sector is obtained by adding
the energies of all segments with identical φ. A ring is obtained by adding the energies
of all segments with identical z. Two hemispheres are obtained by adding the energies of
the segments which are read out by pre-amplifiers in the same ear. The effective number
of segments for the segmentation schemes are 18, 6, 3 and 2, respectively. Figure 11.11
shows examples of energy spectra for the four effective segmentation schemes, the sum of
all segments and the energy measured in the core. The 60Co source data set was used.
The spectra show the region around the 1 333 keV peak.

The segment and sector spectra show an almost undisturbed Gaussian shape of the
peak. A broadening of the peak is visible in the ring and hemisphere spectra as well as
in the sum spectrum. This might be due to the calibration uncertainty and the cross-talk
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Figure 11.11: Energy spectra of the 1 333 keV line of 60Co for a single segment (top, left),
sector (top, middle), ring (top, right) and hemisphere (bottom, left). The sum spectrum
of all segments is shown (bottom, middle) as is the core energy spectrum (bottom, right).

between the core and segments 1–9. The core energy spectrum shows a tail towards higher
energies which is due to pile-up. The line in each spectrum is fitted with a Gaussian plus
linear function in a region ±2 keV around 1 333 keV. The relative energy shift with respect
to the core spectrum and the resolutions are summarized in Table 11.3. The largest energy
shift is 0.03%. The widths of the distributions vary from (2.74±0.05) keV for the segment
spectrum to (3.60 ± 0.03) keV for the ring spectrum.

Table 11.3: Energy shifts of the 1 333 keV peak seen in the segment, sector, ring, hemi-
sphere and sum spectra with respect to the core spectrum. The uncertainty in the shifts
are negligible. Also listed are the line resolutions.

Spectrum Deviation [%] FWHM [keV]

Segment < 0.01 2.74 ± 0.05
Sector -0.03 2.91 ± 0.02
Ring -0.02 3.60 ± 0.03
Hemisphere -0.02 3.31 ± 0.03
Sum -0.01 2.92 ± 0.01
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11.2 Distinction between electron and photon induced events
using segment energies

The results of the segment anti-coincidence measurements are presented in the following
together with a comparison between data and Monte Carlo.

11.2.1 Background estimate

To account for background from radioactive isotopes in the laboratory the fraction of
background events in each source data sample is estimated using characteristic photon
lines in each spectrum. These lines are associated with the decays of 214Pb (352 keV),
214Bi (609 keV, 1 120 keV, 1 765 keV, 2 204 keV) and 40K (1 461 keV). The photon lines
were fitted with a Gaussian plus linear function and the number of events, ni, under each
peak is calculated.

The fraction of events under the ith peak is denoted fi = Ni/N for the background
data sample, where Ni is the number of events under the ith peak and N is the total
number of events in the spectrum. The total number of background events, nbkg, was
estimated for each source data sample by minimizing a χ2-function defined as

χ2 = χ2(nbkg) =
∑

i

(nbkg · fi − ni)
2

σ2
i + ni

, (11.4)

where σi is the Poissonian uncertainty on the expression nbkg · fi.

The fraction of background events in the source data samples were estimated to be
14.0% (χ2/d.o.f. = 1.0) for 60Co, 8.3% (χ2/d.o.f. = 0.7) for 228Th and 15.8% (χ2/d.o.f. =
8.4) for 152Eu. The uncertainty of the background fraction was estimated to be 0.1%.

11.2.2 Rejection of photon induced events

The line suppression factor, SFL, is defined similarly to the number suppression factor,
SFN , introduced in Chapter 7 to quantify the power to identify events induced by pho-
tons which deposit their full energy within the detector. Events with the line energy not
confined to one segment (Ns > 1) are identified as photons.

The suppression factors were calculated after the background was subtracted. Line
suppression factors were calculated for the photon lines of 60Co (1 173 keV, 1 333 keV
and the summation peak at 2 506 keV), 208Tl (511 keV, 583 keV, 861 keV, 2 615 keV
and the corresponding single and double escape peaks at 2 104 keV and 1 593 keV), 212Bi
(1 620 keV) and 152Eu (122 keV, 245 keV, 344 keV, 779 keV, 964 keV, 1 086 keV, 1 112 keV
and 1 408 keV). The results are given in Table 11.4 for data and Monte Carlo. The agree-
ment between data and Monte Carlo will be discussed in Section 11.2.7.
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Table 11.4: Suppression factors for different sources and energies as obtained for data and
Monte Carlo. The background was subtracted from the data. The agreement between
data and Monte Carlo will be discussed in Section 11.2.7. The uncertainties are statistical
uncertainties only.

Source Energy SFN (data) SFL (data) SFN (MC) SFL (MC)
[keV]

60Co 1 173 - 2.56 ± 0.01 - 2.56 ± 0.01
1 333 - 2.63 ± 0.01 - 2.63 ± 0.01
2 506 - 34.6 ± 5.7 - 43.0 ± 11.0

2 039 14.2 ± 2.1 - 12.5 ± 2.1 -
228Th 511 - 1.92 ± 0.01 - 1.91 ± 0.02

583 - 2.04 ± 0.01 - 2.01 ± 0.01
861 - 2.35 ± 0.03 - 2.37 ± 0.05

1 593 - 1.09 ± 0.02 - 1.09 ± 0.04
1 620 - 2.85 ± 0.01 - 2.84 ± 0.13
2 104 - 3.13 ± 0.01 - 3.20 ± 0.11
2 615 - 3.04 ± 0.02 - 3.23 ± 0.04

2 039 1.68 ± 0.02 - 1.66 ± 0.05 -
152Eu 122 - 1.01 ± 0.002 - 1.01 ± 0.003

245 - 1.26 ± 0.01 - 1.22 ± 0.01
344 - 1.54 ± 0.01 - 1.55 ± 0.01
779 - 2.29 ± 0.01 - 2.26 ± 0.02
964 - 2.46 ± 0.02 - 2.41 ± 0.02

1 086 - 2.54 ± 0.02 - 2.50 ± 0.03
1 112 - 2.52 ± 0.02 - 2.54 ± 0.04
1 408 - 2.64 ± 0.02 - 2.72 ± 0.02

The line suppression factors increase from 1.01 ± 0.002 at 122 keV to 3.04 ± 0.02 at
2 615 keV. This increase is expected as the average number of Compton scattering pro-
cesses increases with increasing photon energy. The rejection power for a single crystal is
lower than for an array of detectors due to the geometrical acceptance. Figure 11.12 shows
the line suppression factor as a function of the core energy for data and Monte Carlo data.

The double escape peak of the 2 615 keV photon from the de-excitation of 208Tl at
1 593 keV is basically not suppressed. These events are, indeed, mostly single-site events.
In comparison, the 1 620 keV line from the decay of 212Bi is suppressed by a factor of
2.85 ± 0.01. These events are predominantly multi-site events. Figure 11.13 shows the
energy spectrum of the 228Th data sample with and without a segment multiplicity re-
quirement of Ns = 1. The left figure shows the energy region up to 3 MeV, the right
figure shows a close-up of the region around 1.6 MeV. Note that background has not been
subtracted from the spectra.
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The number suppression factor for the 60Co source is SFN = 14.2 ± 2.1. It is large
compared to the suppression factor for the 228Th source of SFN = 1.68 ± 0.02. The Qββ-
region lies within the Compton continuum of the 208Tl photon. A single scattering process
can cause a local energy deposit. In contrast, the 60Co source can cause an energy deposit
in this energy region only if both photons (1 173 keV and 1 333 keV) deposit energy in the
same segment. Figure 11.14 shows the energy spectrum of the 60Co data sample with and
without a segment multiplicity requirement of Ns = 1. The left figure shows the energy
region up to 3 MeV, the right figure shows a close-up of the region around the Qββ-value.
Note that background has not been subtracted from the spectra.
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Figure 11.12: Top: Line suppression factor as a function of the core energy for data (solid
marker) and Monte Carlo data (open marker). The curve guides the eye. Bottom: Data to
Monte Carlo ratio. The average deviation is less than 5%. A discussion of the agreement
between data and Monte Carlo is presented in Section 11.2.7.

11.2.3 Segmentation scheme evaluation

To study the power of different segmentation schemes to identify events induced by pho-
tons, segment energies were added in three patterns: sector, ring and hemisphere. The sup-
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Figure 11.13: Core energy spectrum of the 208Th source data sample for all events (black
spectrum) and those with a segment multiplicity of Ns = 1 (gray spectrum). The left
spectrum shows the energy region up to 3 MeV, the right spectrum is a close-up of the
region around 1.6 MeV. The double escape peak from 208Tl (1 593 keV) is hardly sup-
pressed (SFL = 1.09 ± 0.02) while the 212Bi line (1 620 keV) is suppressed by a factor of
SFL = 2.85 ± 0.01. Note that background has not been subtracted from the spectra.

pression factors for each segmentation scheme were obtained as described in Section 11.2.2
with segments replaced by sectors, rings or hemispheres. Table 11.5 gives the number sup-
pression factors and line suppression factors for selected photon lines for all four schemes
(including the 18-fold segmentation scheme) obtained from the measurements. As ex-
pected, the number and line suppression factors increase with an increasing effective num-
ber of segments.

Table 11.5: Number and line suppression factors for selected photon lines for all four
segmentation schemes. Background was subtracted from the data. The numbers in brack-
ets are the effective number of segments of the specific scheme. The uncertainties are
statistical uncertainties only.

Source Energy SF (18) SF (6) SF (3) SF (2)
[keV]

152Eu 344 1.54 ± 0.01 1.36 ± 0.004 1.24 ± 0.003 1.12 ± 0.003
60Co 1 333 2.63 ± 0.01 1.94 ± 0.01 1.71 ± 0.004 1.30 ± 0.003
228Th 2 615 3.04 ± 0.02 2.16 ± 0.01 1.86 ± 0.01 1.38 ± 0.01
60Co 2 039 14.2 ± 2.1 9.63 ± 1.21 3.92 ± 0.33 2.61 ± 0.19
228Th 2 039 1.68 ± 0.02 1.43 ± 0.02 1.40 ± 0.02 1.18 ± 0.02



102 CHAPTER 11. SIEGFRIED RESULTS

E [keV]
0 500 1000 1500 2000 2500

d
N

/d
E

1

10

210

310

410

510 All events

Single segment events

E [keV]
2000 2020 2040 2060 2080

d
N

/d
E

0

5

10

15

20

25

30

35

40

45

50

All events

Single segment events

Figure 11.14: Core energy spectrum of the 60Co source data sample for all events (black
spectrum) and those with a segment multiplicity of NS = 1 (gray spectrum). The left
spectrum shows the energy region up to 3 MeV, the right spectrum is a close-up of the
Qββ-region (2 039 keV). In this energy region the single-segment spectrum is suppressed
by a factor of SFN = 14.2± 2.1. Note that background has not been subtracted from the
spectra.

Figure 11.15 shows the line suppression factors for the selected photon lines as a func-
tion of the effective number of segments for data and Monte Carlo data.

11.2.4 Threshold effects

The effect of the threshold on the line suppression factors was studied by varying the
threshold of the core and segment channels from 15 keV to 100 keV. A sharp rise of the
line suppression factors was observed towards 15 keV due to an increased noise level. Noise
is not simulated in the Monte Carlo and the effect is not present. Between 20 keV and
100 keV the line suppression factors decrease by up to 7%. In particular, the suppression
factor for the double escape peak at 1 593 keV decreases by about 4%. The threshold of
20 keV proves to be stable with respect to noise and sufficient with respect to the identi-
fication of photons.

11.2.5 Geometry dependence of results

Several source positions were studied. Its distance from the crystal was varied. In addition,
the source was placed at half the crystal height facing the detector surface (z = 66 mm).
The radial distance between the source and the crystal was varied. No significant differ-
ence in the suppression factors was found.
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Figure 11.15: Line suppression factors for selected photon lines as a function of the effective
number of segments for data (solid marker) and Monte Carlo (open marker).

11.2.6 Background

The uncertainty on the background fraction in the data samples was estimated to be
0.1%. A variation of the estimated background fraction by this amount did not reveal
significant differences in the line suppression factors. For 60Co the number suppression
factor decreases with an increasing background fraction because background events in the
energy region around 2 MeV are mostly induced by singly Compton scattered photons
from 208Tl.

11.2.7 Data to Monte Carlo comparison

The results of the Monte Carlo simulation introduced in Section 9.3 are compared with
data from the 60Co measurement. Equivalent results were obtained for all three sources
used. The data were normalized to unity as was the sum of the background plus Monte
Carlo data. The fraction of background was estimated as described in Section 11.2.1.
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Figure 11.16 (top, left) shows the core energy spectrum for the 60Co source. The data
are indicated by the black marker. Also shown is the statistical uncertainty. The back-
ground data are represented by the hatched histogram, the Monte Carlo data by the open
histogram. The background contribution was estimated as described in Section 11.2.1.
Below energies of 100 keV the Monte Carlo plus background exceeds the data due to the
trigger turn-on which is not described by Monte Carlo. The Compton continuum of the
two 60Co lines is described by Monte Carlo with an average deviation of about 5%. The
number of events under the peak for the two 60Co lines are lower in data by about 10%.
The tails left and right of the gamma peaks in data are due to the charge collection ef-
ficiency and pile-up. These effects are not included in the simulation. The region above
1.3 MeV is significantly populated by background events. In this region the average devi-
ation between data and Monte Carlo plus background data is of the order of 10% or less.
In particular, the number of events under the peak for the 60Co summation line and the
208Tl line agree within the statistical uncertainties.

Figure 11.16 (top, right) shows the occupancy of each segment, i.e., the fraction of
events in which energy is deposited in the segment under study. No cut on the energy
has been applied apart from the threshold requirement. Clearly visible are three groups
of segments (channels 1-6, 7-12, 13-18) which correspond to the three z-positions bottom,
middle and top, respectively1. As expected, the bottom segments have the lowest, the
top segments the highest occupancy. A pattern within each group is present which can be
explained by the drift anisotropy of the charge carriers. The structure is reproduced by
Monte Carlo using an effective model for the anisotropy. Without taking the anisotropy
into account no structure is visible. The deviation between data and Monte Carlo plus
background data is in the range of 5-10%.

Figure 11.16 (middle, left) shows the segment multiplicity Ns without any cut on the
core energy. Data and Monte Carlo range up to multiplicities of 7-8. For multiplicities up
to 3 the deviation between data and Monte Carlo plus background data is not significant.
For higher multiplicities the data exceeds the Monte Carlo with increasing multiplicity.

Figure 11.16 (middle, right) shows the average segment multiplicity as a function of
the energy measured with the core electrode up to 3 MeV. A larger bin size is chosen for
energies above 1.5 MeV due to limited statistics. For energies up to 1 MeV the average
multiplicity increases with energy from 1 to about 1.5. For energies between 1 MeV and
1.3 MeV the multiplicity increases up to 2.2. The deviation between data and Monte Carlo
plus background for energies below 1.3 MeV ranges up to 5%. The Monte Carlo describes
all features visible in the data. For higher energies the average deviation is of the order of
15%, where the Monte Carlo shows a larger average multiplicity.

1Note the difference between the channel ID and the segment number.
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Figure 11.16 (bottom, left) shows the energy spectrum measured with (arbitrarily cho-
sen) segment 6 up to energies of 3 MeV. The features described for the core electrode are
also seen here. The deviation between data and Monte Carlo plus background data ranges
up to 10%.

Figure 11.16 (bottom, right) shows the occupancy for segment 6 as a function of the
energy measured with the core electrode up to 3 MeV. A larger bin size is chosen for en-
ergies above 1.5 MeV due to limited statistics. The occupancy ranges from 5% to 8% for
energies below 1.3 MeV. For larger energies the occupancy ranges up to 15%. The Monte
Carlo describes all features visible in the data. Data and Monte Carlo plus background
data agree within the statistical fluctuations.

The suppression factors derived from the data are compared with those obtained from
the Monte Carlo simulation in Table 11.4. The average deviation between data and Monte
Carlo is less than 5%. The absolute values depend on the DAQ-inefficiency and the de-
tector geometry.

The overall agreement between data and Monte Carlo plus background data is good.
The remaining discrepancies between data and Monte Carlo plus background data could
stem from (1) the modeling of the exact detector geometry including dead layers and
segment borders, (2) the missing modeling of the drift of charge carriers, especially close
to the surface of the crystal, (3) the missing simulation of the pre-amplifier response and
(4) effects which are not included in the simulation such as pile-up, the charge collection
efficiency and the trigger turn-on.
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Figure 11.16: Comparison between data and Monte Carlo plus background for several
quantities under study for the 60Co source data set. The data is indicated by the black
marker. The background data is represented by the hatched histogram, the Monte Carlo
data by the open histogram. The background contribution is estimated as described in
Section 11.2.1. Top, left: core energy spectrum. Top, right: occupancy of all segments.
Middle, left: segment multiplicity. Middle, right: average multiplicity as a function of
the core energy. Bottom, left: energy spectrum taken with segment 6. Bottom, right:
occupancy of segment 6 as a function of core energy. See text for further details.
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11.3 Identification of photon events using pulse shape
analysis

The three analysis methods introduced in Chapter 8 are applied to the data sets defined
in Section 10.3. A special Monte Carlo study is presented to allow the interpretation of
the results of the pulse shape analysis. The performance of the pulse shape analysis with
and without segment information is compared.

11.3.1 Monte Carlo simulation

A Monte Carlo study similar to the one described in Chapter 7 was performed to estimate
the spatial distribution of the energy deposited in the detector for events in the data sam-
ple. The trigger, pre-selection and event selection requirements discussed in the previous
section were applied to the Monte Carlo data. The data sets are referred to as core and
segment Monte Carlo data sets.

The radius R90 introduced in Chapter 7 is used as measure for the spatial distribution
of the energy deposited inside the detector. Figure 11.17 shows the distribution of R90 for
the DEP , Γ1, Γ2 and ROI samples for the core (left) and segment (right) Monte Carlo
data sets. All distributions are normalized to unity. The R90 distributions range from
0.1 mm (log10(R90) = −1) up to 7 cm (log10(R90) = 1.8). The DEP samples are domi-
nated by events with R90 in a region from 0.1 mm to 1 mm. A long tail towards larger
radii is visible and mostly due to events in the underlying Compton-shoulder of 208Tl and
events in which electrons undergo hard bremsstrahlung processes. The R90 distributions
for the Γ1 and ROI samples have two prominent regions each, one at radii from 0.3 mm
to 1 mm and a second from 3 mm to 6 cm. The latter one is due to multiply scattered
photons whereas the former is due to photons with higher energy which only scatter once
and then leave the detector. The R90 distributions for the Γ2 samples range from 0.3 mm
to about 7 cm with a maximum at around 2 cm for the core Monte Carlo data sample
and at around 1 cm for the segment Monte Carlo data sample. The sample is dominated
by events in which photons scatter multiple times. No peak at small R90 is visible.

It is expected that the single segment requirement suppresses events with large values
of R90. Events in which energy is deposited over a large volume compared to the size of
the segment are expected to be removed. Indeed, the distributions of R90 in the segment
Monte Carlo data samples are suppressed in the region above 1 cm. The peaks between
0.1 mm and 1 mm in the DEP , Γ1 and ROI samples are more pronounced in this case.

Single-site and multi-site events are defined by requiring R90 < R and R90 > R,
respectively, where R is a chosen parameter value. The distributions of R90 for the DEP
samples suggest R = 2 mm (log10(R) = 0.3). Also, due to the sampling rate of 75 MHz
and the average drift velocity of charge carriers (O(108) mm/s) energy deposits closer
than about 2 mm cannot be resolved. The fractions of single-site events in the Monte
Carlo data samples are thus defined and summarized in Table 11.6. Also listed are the
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Figure 11.17: Normalized distributions of R90 for the DEP , Γ1, Γ2 and ROI samples for
the Monte Carlo core (left) and segment data sets (right). Single-site events (SSE) and
multi-site events (MSE) are defined by requiring R90 < 2 mm and R90 > 2 mm (dashed
line) as discussed in the text.

corresponding systematic uncertainties of the fractions which are derived by varying the
parameter R by ±1 mm.

Table 11.6: Fractions of single-site events in the Monte Carlo data samples. The errors
are derived by varying the parameter R by ±1 mm.

Monte Carlo data samples DEP Γ1 Γ2 ROI
(1 593 keV) (1 620 keV) (2 615 keV) (2 039 keV)

Core samples (77.9+1.6
−3.4)% (30.5+4.0

−3.6)% (12.2+ 6.0
− 7.6)% (52.4+3.8

−7.6)%

Segment samples (89.0+1.1
−3.0)% (55.0+5.0

−4.4)% (30.0+10.0
−16.8)% (77.6+3.4

−6.7)%

The Monte Carlo data samples are not purely composed of single-site or multi-site
events. The DEP samples are dominated by single-site events, the Γ1 and Γ2 have large
fractions of multi-site events. Events in the DEP samples are referred to as electron-like
while events in the Γ1 and Γ2 samples are referred to as photon-like in the following. Note,
that these two labels do not describe an intrinsic property of an event (such as the range
of energy deposition), but they are used to emphasize the different probabilities of the
event being single-site or multi-site.
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11.3.2 Results

Half of the DEP and Γ1 data samples were used to train the methods. The other half
of the samples, together with the Γ2 and ROI samples, were used to test the analysis
methods. The DEP and Γ1 samples were selected for training in order to avoid biases
due to the difference in energy of events in the two samples. For each event the maximum
of each pulse shape was normalized to unity.

Figure 11.18 shows the normalized distributions of the four quantities calculated for the
likelihood discriminant method. The quantities are calculated from the core pulse shape
in the two segment data samples. The average risetime of pulses in the DEP sample are
larger than that in the Γ1 sample 2.

The analyses were applied to the core and segment data samples in order to study the
effect of pulse shape analysis before and after the application of a single segment require-
ment. In the former case, only the core pulse shape was used. In the latter case, the core
pulse shape was used and, optionally, the segment 14 pulse shape in addition.

The likelihood discriminant and neural network analysis were performed on the seg-
ment data samples (a) with information from the core electrode only and (b) with infor-
mation from the core and the segment 14 electrode.

As an example, Figure 11.19 shows the output distributions for the two segment train-
ing data samples DEP and Γ1 for the likelihood method (left), the library method (mid-
dle) and the neural network (right). The segment pulse shapes have not been taken into
account for these examples.

The results of the analysis are used to either distinguish between electron-like and
photon-like or between single-site and multi-site events. Different values of the cut pa-
rameters are chosen depending on the goal. The estimate of the power to distinguish
between single-site and multi-site events requires knowledge of the fraction of single-site
and multi-site events in the data samples. That information is taken from the Monte Carlo
simulation and based on the parameter R90.

11.3.3 Selection of electron-like events and discrimination against
photon-like events

The power to distinguish between electron-like and photon-like event samples is estimated.
The events in the DEP sample are assumed to give the same output in the analyses as
events from neutrinoless double beta-decay. The cut values are chosen to keep 90% of the
events in the DEP training samples for the three analysis methods and thus a high detec-
tion efficiency. The fraction of events in each test data sample identified as electron-like
are summarized in Table 11.7. The uncertainties are estimated from the deviation from
90% of the fraction of events identified as electron-like in the DEP test data samples and
found to be about 2%. Note that no deviation is found in case of the library method since
the DEP training data sample is used as a reference library.

2This behavior was also found in a simple calculation of pulse shapes.
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Figure 11.18: Quantities calculated from the core pulse shapes in the DEP (open his-
togram) and Γ1 (hatched histogram) segment data samples. Top left: risetime τ10−30, top
right: risetime τ10−90, bottom left: left-right asymmetry ζ, bottom right: current pulse
width δ.

The fraction of events identified as electron-like is significantly lower than 90% in the
Γ1, Γ2 and ROI samples. For each method the fraction in the Γ1 sample is found to be
larger than that in the Γ2 sample. This is expected, as the range of photons increases with
the photon energy.

For all three methods the fraction of events identified as electron-like in the Γ1 and Γ2

segment data samples (using the core pulse shape only) is found to be lower than that in
the core data samples. The additional usage of the segment pulse shape in the analyses
reduces the fraction by maximally 3%; and in case of the neural network the fraction even
increases by up to 5%. This demonstrates that the additional information is highly corre-
lated with the existing information and does only marginally contribute to the analysis.
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Figure 11.19: Output distributions for the two segment training data samples DEP (open
histograms) and Γ1 (hatched histograms) for the likelihood method (left), the library
method (middle) and the neural network (right). The segment pulse shapes have not been
taken into account for these examples.

Table 11.7: Fraction of events in the test data samples identified as electron-like for the
three analyses. The uncertainties are estimated to be about 2%.

Data samples DEP Γ1 Γ2 ROI
(1 593 keV) (1 620 keV) (2 615 keV) (2 039 keV)

Likelihood discriminant method

Core samples 89.3% 76.5% 75.4% 83.4%
Segm. samples, core only 89.3% 67.1% 64.1% 84.8%
Segm. samples, core and segment 88.0% 66.7% 61.1% 83.4%

Library method

Core samples 90.0% 86.9% 85.8% 86.7%
Segm. samples, core only 90.0% 68.4% 56.4% 83.1%

Neural network method

Core samples 90.4% 65.8% 63.2% 79.9%
Segm. samples, core only 89.3% 54.1% 44.3% 80.8%
Segm. samples, core and segment 89.3% 56.1% 49.9% 79.6%

The neural network shows the best performance, although the results should be taken
with care as discussed later. This is expected, since the ANN uses the largest fraction of
information and also takes correlations between input variables into account.



112 CHAPTER 11. SIEGFRIED RESULTS

11.3.4 Selection of single-site events and discrimination against
multi-site events

As demonstrated in Table 11.6, neither the DEP nor the Γ1, Γ2 and ROI samples are
solely composed of single-site or multi-site events. The probability to correctly identify
single-site and multi-site events as such, ǫ and η, can be deduced from the fraction of
single-site and multi-site events in each sample (estimated from Monte Carlo) and the
output of the analyses, D, χ2

min, NN :

ǫ =
NSSE

id /NMSE
true − MSSE

id /MMSE
true

NSSE
true /NMSE

true − MSSE
true /MMSE

true

, (11.5)

η =
NMSE

id /NSSE
true − MMSE

id /MSSE
true

NMSE
true /NSSE

true − MMSE
true /MSSE

true

, (11.6)

where NSSE
id and NMSE

id are the number of events in the DEP sample identified as single-
site and multi-site events, respectively. The numbers depend on the cut value chosen for
each analysis. NSSE

true and NMSE
true are the true number of single-site and multi-site events in

the same sample and are estimated from the Monte Carlo simulation. MSSE
id and MMSE

id

are the number of events in the Γ1 sample identified as single-site and multi-site events,
respectively. MSSE

true and MMSE
true are the true number of single-site and multi-site events

in the same sample. The probabilities are assumed to be the same for all samples. This
assumption is reasonable as the energies in the DEP and Γ1 samples are very close.

The cut values for the three analysis methods are chosen to maximize the figure of
merit, the identification efficiency

√
ǫ · η. The probabilities obtained from the data samples

using Equations 11.5 and 11.6 are listed in Table 11.8.
The likelihood and library methods work better on events with only one segment hit.

The additional usage of the segment pulse shape in the likelihood analysis does not im-
prove these methods.

The analysis of the neural network output yields probabilities larger than one for the
segment data samples. The calculation of ǫ and η depends on the real fraction of single-site
and multi-site events and is therefore model dependent. The current model assumes the
fraction of single-site and multi-site events to be completely reflected in the parameter
R90. The validity of the assumed model is limited and the extraction of the probabilities
ǫ and η carries systematic uncertainties. For the core data samples the efficiencies do not
exceed unity for the chosen cut parameter. Figure 11.20 shows ǫ and η together with the
identification efficiency as a function of the neural network cut parameter for the core data
samples.

11.3.5 Application to the 228Th data set

Figure 11.21 (left) shows the energy spectrum resulting from a 228Th source in the region
from 1.3 MeV to 2.7 MeV as seen by the core electrode. The black line corresponds to all



11.3. PULSE SHAPE ANALYSIS 113

Table 11.8: Probabilities ǫ and η obtained for all three analysis methods. The errors are
due to the fraction of single-site and multi-site events and thus introduced by the choice
of R.

Analysis ǫ η
√

ǫ · η
Likelihood discriminant method

Core samples (74.8+1.8
−0.3)% ( 84.7+ 3.4

− 2.4)% (79.6+1.4
−0.2)%

Segm. samples, core only (84.3+1.8
−0.2)% ( 97.7+10.4

− 5.9)% (90.8+4.8
−1.9)%

Segm. samples, core and segment (83.9+1.7
−0.1)% ( 94.0+ 9.9

− 5.6)% (88.8+4.6
−1.8)%

Library method

Core samples (68.7+ 0.8
− 0.1)% (56.1+ 1.4

− 1.0)% (62.1+0.7
−0.2)%

Segm. samples, core only (90.9+ 0.1
−13.4)% (80.4+10.1

− 9.1)% (85.6+4.8
−1.7)%

Neural network method

Core samples (85.6+2.4
−0.4)% ( 91.0+ 4.3

− 0.3)% ( 88.3+1.9
−0.3)%

Segm. samples, core only (96.4+2.5
−0.2)% (121.6+15.0

− 8.5)% (108.3+6.6
−2.5)%

Segm. samples, core and segment (90.6+2.3
−0.2)% (115.4+13.4

− 7.7)% (102.3+5.9
−2.2)%

Cut
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Figure 11.20: Probabilities to correctly identify single-site, ǫ, and multi-site events, η, and
the efficiency,

√
ǫ · η, for the neural network analysis of the core data samples. Probabilities

above one are caused by uncertainties in the extraction process.

events with only segment S hit, the gray line represents events with only segment S hit
and pulse shape analysis, using the ANN, applied. Only the pulse shape of the core was
used and the cut parameter was chosen to keep 90% of the events in the DEP training
data sample.

The gray spectrum is suppressed with respect to the black spectrum. The suppression
ranges up to a factor of about two at the photon peaks. The suppression is weak in the
double escape peak. Figure 11.21 (right) shows a close-up of the spectrum in the region
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from 1 560 keV to 1 650 keV. The application of the pulse shape analysis removes photon
induced events (1 620 keV photon line from the decay of 212Bi) but keeps most of the
electron induced events (double escape peak of the 2 615 keV 208Tl photon at 1 593 keV).
Pulse shape analysis is thus suitable to confirm the signal process.
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Figure 11.21: Spectrum from a 228Th source as seen by the core electrode. The black line
corresponds to all events with only segment S hit, the gray line represents events with only
segment S hit and pulse shape analysis, using the ANN, applied. Only the pulse shape
of the core was used and the cut parameter was chosen to keep 90% of the DEP events.
Left: Spectrum from 1.3 MeV to 2.7 MeV. Right: Close-up of the region from 1 560 keV
to 1 650 keV. For a discussion see text.



Chapter 12

Background estimate for the
GERDA experiment

The expected background index of the GERDA experiment is estimated. The estimate
is based on the simulation of the idealized Phase II setup as described in Section 7.1.1
and an anti-coincidence analysis as described in Chapter 7. The background contributions
from radioactive sources are calculated based on the nominal masses and material compo-
sitions of the detector surroundings, and on material screening results. The muon induced
background is taken from [98].

12.1 Materials and masses

The choice of materials for GERDA is not yet final and material screening results are
still pending (see Chapter 3). Table 12.1 summarizes the simulated parts, the foreseen
material and the corresponding masses. Table 12.2 lists the assumed activities for each
material. The activities are either measured or estimated.

Table 12.1: Table of materials and masses simulated in the setup.

Part Materials used [g]

Crystal Germanium 2107 (per detector)
Holder Copper 31 (per holder)

Teflon 7 (per holder)
Cable Copper 1.3 (per cable)

Kapton 0.8 (per cable)
Support wire Copper 10 (per support string)
Electronics Misc 10 (total)
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Table 12.2: Table of contaminations. a The amount of 68Ge depends on the storage above
ground and the production rate. As not all information necessary is available 100 atoms/kg
are assumed at the start of data taking. About 60 decays/kg are expected in the first year,
about 25 decays/kg are expected in the second year. b The amount of 60Co depends on
the storage above ground and the production rate. As not all information necessary is
available 40 atoms/kg are assumed at the start of data taking. About 5 decays/kg are
expected in the first and second year. c The calculation corresponds to an estimate of
20 decays per surface and year. For this geometry the activity is 0.30 µBq/kg. d The
calculation corresponds to an estimate of 4 decays per surface and year. For this geometry
the activity is 0.06 µBq/kg.

Material Contamination

Copper (LENS) ≤ 16 µBq/kg 226Ra (U) [120]
≤ 19 µBq/kg 228Th (Th) [120]
≤ 88 µBq/kg 40K [120]
≤ 10 µBq/kg 60Co [120]

Teflon ≤ 160 µBq/kg 226Ra (U) [120]
≤ 160 µBq/kg 228Th (Th) [120]
1500 ± 240 µBq/kg 40K [120]
≤ 70 µBq/kg 137Cs [120]

Kapton 1 mBq/kg 226Ra (U)
1 mBq/kg 228Th (Th)
1 mBq/kg 60Co

Liquid N2 ≤ 1 µBq/kg 238U [3]
≤ 0.3 µBq/kg 232Th [3]
≤ 200 µBq/m3 222Ra [3]

Enr. Germanium ≤ 0.1 µBq/kg 226Ra (U)
≤ 0.1 µBq/kg 228Th (Th)
100 atoms/kga 68Ge [100]
40 atoms/kgb 60Co [100]

Detector surface 0.63 µBq/surfacec 210Pb (U) [3]
0.13 µBq/surfaced 232Th [3]

Misc 10 mBq/kg 226Ra (U)
10 mBq/kg 228Th (Th)
10 mBq/kg 60Co
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12.2 Expected background index for Phase II of the GERDA

experiment

A segment-cut based analysis of the Monte Carlo data is performed. Events are required
to have a measured energy above a threshold of 10 keV in one segment only. The measured
energy is required to be ±5 keV around the Qββ-value. The simulation is performed for
each source and part listed in Tables 12.1 and 12.2.

The individual background contributions are calculated as

b =
psurvival

∆E
· A · mmat.

mGe
, (12.1)

where psurvival is the survival probability for the isotope and part, A is the activity per
kg material and mmat. and mGe are the masses of the material under study and the total
amount of germanium. ∆E is 10 keV. The survival probability is the fraction of simulated
events which fulfill the event selection criteria.

Table 12.3 summarizes the background contribution for each component. The numbers
for the cryogenic liquid and the infrastructure are taken from [121], the numbers for the
muon and neutron background are taken from [98]. The background is expected to be
dominated by the decay of 68Ge atoms in the first year. The cabling and holder structure
will be the most dominant contribution in the second year. These simulations triggered
a re-design of the detector suspension which will result in an additional reduction of ma-
terial and the choice of material (such as electroformed copper which is investigated by
the Majorana collaboration). The total background level of 3.7 ·10−3 counts/(kg·keV·y)
will be further reduced.

Further studies with an improved modeling of the geometry (including liquid argon
as cooling medium) are currently being worked on. The shielding of external photons
improves in liquid argon but additional muon and neutron background components have
to be taken into account. The analysis of pulse shapes has not yet been taken into ac-
count and is expected to further reduce the background. The detailed effect of pulse shape
analysis will require an improved Monte Carlo.

For a background level of 3.7 ·10−3 counts/(kg·keV·y) and an exposure of 100 kg·years
the sensitivity calculation presented in Chapter 4 yields a 90% probability lower limit on
the half-life of about 1026 y. The half-life for which a discovery would be claimed with a
probability of 50% is about 3.2 · 1025 y.
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Table 12.3: Background contribution for each component of GERDA calculated using
the Monte Carlo simulation tool MaGe and the setup described in Section 7.1.1. The
contribution for 68Ge and 60Co are those for the first (second) year.

Part Background contribution b
10−4 counts/(kg·keV·y)

Detector 68Ge 10.8 (4.3)
60Co 0.3 (0.3)

Bulk 3.0
Surface 3.5

Holder Copper 1.4
Teflon 2.0

Cabling 7.6
Electronics 3.5
Cryoliquid 0.1
Infrastructure 2.9
Muons and neutrons 2.0

Total 37.1 (30.6)
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Conclusions and outlook

Various methods to distinguish between electron and photon induced events with seg-
mented germanium detectors were evaluated. Detectors of this type will be used in the
second phase of the GERDA experiment, which is currently under construction. The
goal of GERDA is to search for neutrinoless double beta-decay of 76Ge. An overall esti-
mate of the background expected in GERDA Phase II was given. The sensitivity of the
GERDA experiment was evaluated for different background scenarios. The key feature,
the operation of bare germanium detectors in a cryogenic liquid, was proven to be feasible.

The power of the methods developed to identify photon induced events was studied
with Monte Carlo and with data. The array of segmented detectors described in Sec-
tion 7.1.1 was the basis for the Monte Carlo study. The first Phase II prototype detector
provided the data.

In the Monte Carlo study the background rejection based on anti-coincidence require-
ments for segmented and unsegmented germanium detectors was compared. The power
to distinguish between events with electrons and photons in the final state is significantly
improved if segment anti-coincidences are used. The improvement for the particularly
interesting case of 60Co inside the crystals is about one order of magnitude.

The first 18-fold segmented n-type prototype detector was operated in a conventional
cryostat. The detector was characterized with respect to its operational parameters (de-
pletion voltage, resolution), the segmentation (surface scans) and the crystal properties
(crystal axes positions). Special data were taken to evaluate the power to distinguish
between electron and photon induced events based on (1) anti-coincidence requirements
between segments and on (2) the analysis of the time structure of the detector response.
A Monte Carlo simulation of the test setup complemented the measurements.

It was shown that the identification of events with multiply scattered photons in the
final state using segmented detectors is feasible. The power to reject events in which the
full photon energy is deposited inside the detector is energy dependent. The suppression
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in the spectrum increases from 1.01 ± 0.002 at 122 keV to 3.04 ± 0.02 at 2 615 keV in
the experimental setup described. The suppression of Compton scattered events in the
Qββ-region of 76Ge (2 039 keV) coming from 60Co and 228Th sources was measured to be
14.2 ± 2.1 and 1.68 ± 0.02, respectively.

The power to reject photon induced events was shown to improve with increasing
number of segments and to be stable against threshold variations and the background
normalization. A data to Monte Carlo comparison, considering background from radioac-
tive isotopes in the laboratory, showed a good agreement with deviations of the order of
5-10%. This shows that simulations based on the MaGe tool are suitable and can reliably
predict background levels.

Three pulse shape analysis techniques were developed and applied to data. The
analyses targeted the separation of electron-like and photon-like event samples and, based
on Monte Carlo modeling, the separation of single-site and multi-site events. All three
methods were trained with double escape events. These events are expected to be similar
to 0νββ-events as in both processes the energy deposition in the detectors is due to the
charged leptons in the final state. This was confirmed by Monte Carlo.

Two signals, i.e., from the core and the segment electrode, are provided in single-
segment events. Two methods were tested for the case that the pulse shapes from the
segment electrode were either taken into account or not. It was shown that the power
to identify photon events does not increase with the straightforward usage of additional
information from the pulse shape of the segment.

The performance of the three methods is slightly worse than what is reported in [115].
A reason for this is the purity of the samples. Also, the spatial distribution of energy
deposited inside the detector is not homogeneous in the DEP sample. Methods to select
cleaner and more homogeneous training samples are currently being tested. The arti-
ficial neural network performed better than the likelihood discriminant and the library
method. Photon peaks remaining after a single segment cut and pulse shape analysis
are suppressed by a factor of about two around 1.6 MeV. At the same time 90% of the
events in the single-site dominated sample are kept. This demonstrates that the associ-
ation of a particular peak with the signal process can be substantiated by such an analysis.

Methods to distinguish between electron and photon induced events using pulse shape
analysis are still being developed. Methods which make use of the mirror charges in seg-
mented detectors could not only lead to further rejection of photon induced events but
could also regain signal efficiency. Feasibility studies are currently carried out.

A simulation of the development of pulse shapes will improve the reliability of the
interpretation of the pulse shape analyses. Studies aiming at the identification of neu-
tron induced events are currently being pursued and show promise. The identification of
α-particles seems also possible. Events which deposit energy close to the surface will have
to be investigated to quantify this.
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The segmented prototype detector worked reliably and within specifications over a
period of several months. The next step will be to operate it in a cryogenic test facility
currently under construction. Several other, also long-term, measurements with n-type
and p-type detectors are currently being performed or planned.

The studies presented here allow the conclusions that (1) energy and pulse shape in-
formation from segmented detectors can be used to significantly reduce the background
in double beta-decay experiments such as GERDA, and that (2) the Monte Carlo tools
used are reliable with respect to their predictive power. Monte Carlo simulations of the
GERDA experiment together with the results of screening measurements show that a
background index of the order of 10−3 counts/(kg·keV·y) is feasible for the Phase II of the
experiment.

A spectral analysis method, based on Bayes’ Theorem, was developed to evaluate the
probability that a spectrum can be explained by background processes alone, and thereby
determine whether a signal process is present. A criterion for claiming evidence for, or
discovery of, a signal was proposed. Monte Carlo techniques were described to make pre-
dictions about the possible outcomes of the experiments and to evaluate the sensitivity
for the process under study. As an example the method was applied to the case of the
GERDA experiment for which the sensitivity to neutrinoless double beta-decay of 76Ge
was calculated. With a background index of 10−3 counts/(kg·keV·y) and an exposure of
100 kg·years a lower limit on the half-life of the 0νββ-process of 13.5·1025 years is expected
to be set if no 0νββ-events are observed.
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