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Dark matter theory

• Fifty shades of dark

• The forbidden fruit

• Confusion of the mind

• That which does not kill us makes us stronger



Fifty shades of dark
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Figure 4. Observed HI rotation curve of the nearby dwarf spiral galaxy M33 (adapted
from [74]), superimposed on an optical image (NED image from STScI Digitized Sky Survey,
http://nedwww.ipac.caltech.edu. The NASA/IPAC Extragalactic Database (NED) is operated by
the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National
Aeronautics and Space Administration). The dashed curve shows the estimated contribution to the
rotation curve from the luminous stellar disc [74]. There is also a smaller contribution from gas
(not shown).

7.1. Changing the law of gravity?

It has turned out to be very difficult to modify gravity on the various length scales where
the dark matter problem resides, but phenomenological attempts have been made to at least
explain flat galaxy rotation curves by introducing violations of Newton’s laws (and of general
relativity) [75]. Until a satisfactory alternative theory to general relativity has been found it is
difficult to further comment on this option. Besides the remarkable success of the ‘standard’
theory in accounting for perihelion motion, redshifts, gravitational lensing and binary pulsar
dynamics, the overall consistency of the standard cosmology it provides the basis for, also on
the largest scales, is remarkable. An example is the concordance of the mass estimates of galaxy
clusters based on galaxy velocity dispersions, gravitational lensing, microwave background
distorsions and x-ray emission from hot intracluster gas. At present, there does not seem to
exist a plausible alternative theory that can match this impressive list of successes.

In principle, there are modifications to Newtonian gravity if there exists a non-zero
cosmological constant, since the energy equation for a test particle of mass m at a distance R

from a homogeneous sphere of mass M gets an additional term proportional to !,

E = 1
2
mṘ2 − GNMm

R
− !

6
mR2, (35)

(see [6]) showing the attractive nature of the extra force for ! < 0. However, this additional
term is some four orders of magnitude too small to have measurable effects in galactic systems,
given the current observational estimates of !. In addition, the observationally favoured value
of ! is positive and thus causes repulsion instead of attraction.
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Aeronautics and Space Administration). The dashed curve shows the estimated contribution to the
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(not shown).
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It has turned out to be very difficult to modify gravity on the various length scales where
the dark matter problem resides, but phenomenological attempts have been made to at least
explain flat galaxy rotation curves by introducing violations of Newton’s laws (and of general
relativity) [75]. Until a satisfactory alternative theory to general relativity has been found it is
difficult to further comment on this option. Besides the remarkable success of the ‘standard’
theory in accounting for perihelion motion, redshifts, gravitational lensing and binary pulsar
dynamics, the overall consistency of the standard cosmology it provides the basis for, also on
the largest scales, is remarkable. An example is the concordance of the mass estimates of galaxy
clusters based on galaxy velocity dispersions, gravitational lensing, microwave background
distorsions and x-ray emission from hot intracluster gas. At present, there does not seem to
exist a plausible alternative theory that can match this impressive list of successes.

In principle, there are modifications to Newtonian gravity if there exists a non-zero
cosmological constant, since the energy equation for a test particle of mass m at a distance R

from a homogeneous sphere of mass M gets an additional term proportional to !,
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(see [6]) showing the attractive nature of the extra force for ! < 0. However, this additional
term is some four orders of magnitude too small to have measurable effects in galactic systems,
given the current observational estimates of !. In addition, the observationally favoured value
of ! is positive and thus causes repulsion instead of attraction.
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Dwarf galaxies 
are dominated 
by dark matter.

Adams et al 2014
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µ(a/a0) = (1 + a0/a)−1. Under this form, the acceleration
at the radius where a dark matter fit has an enclosed DMmass
fraction of one-half can be interpreted instead as the value
for a0. We have made such an estimate from our data for
the gNFW fits. We find a0 =0.78±0.37×10−10 m s−2 from
the gas-based data and a0 =0.56±0.40×10−10 m s−2 from
the stellar-based data. For both, we find root-mean-squares of
0.57×10−10 m s−2, meaning that our data appear to favor a
non-constant value of a0. The significance for a non-constant
value, however, is modest as 5/7 and 3/7 of the gas-based and
stellar-based measurements deviate from the central estimate
by 1-σ significance.

4. INTERPRETING THE MASS MODELS
4.1. Agreement Between Kinematic Tracers

We find that the posterior mass models inferred from the
gas and stars are not always consistent. However, the den-
sity profiles are usually consistent. We show the inferred
rotation curves for both kinematic tracers in Figure 5. The
curves, their decomposition into various mass components,
and the 1-σ ranges around the total rotation curves are cre-
ated by averaging rotation curves from 1000 of the MCMC
samples. NGC 2552 shows clear disagreement with the gas-
traced asymptotic velocity being larger than the stellar-traced
one, while the situation is reversed for NGC 959. We have
tried evaluating the stellar-traced models against the gas data
and vice versa, and the fits for these two galaxies are truly
poor representations of the swapped data sets. In our current
framework, we have no set of parameters that can bring the
potentials into agreement. We speculate that the two poten-
tials could be brought into better agreement by adding non-
spherical structure to the DM halo, as the gas and stars will
react differently. The simplest approach would be to make
oblate or prolate DM halos in JAM. A constant ellipticity to
the DM halo would shift the normalization of the rotation
curves (Simon et al. 2005). More complicated structure, such
as ellipticity varying as a function of vertical height, could
change the rotation curve shape, although a significant shape
change could only come about by very contrived alignments,
vertical scalings, and strong ellipticity gradients. Since the
gas is the thinnest component, a constant ellipticity shift to the
DM will change the gas-traced normalization more strongly
than the stellar-traced one. This general problem is beyond
the scope of this work. NGC 2976 shows modest, but sig-
nificant, disagreement in the same sense of the radial and
bisymmetric DiskFit models and as we found in Adams et al.
(2012). The stellar-traced rotation curve has larger ampli-
tude at smaller radii. The other four galaxies, UGC 2259,
NGC 5204, NGC 5949, and UGC 11707 show fairly good
agreement.
The data regions driving each fit can be seen in Figure 6.

There, the residuals to the gas and stellar kinematic maps are
shown along with the residuals from the parameter set se-
lected by the alternate tracer.
The logarithmic DM slopes derived from the gas and stellar

tracers are compared in Figure 7. The data agree fairly well
with the simple one-to-one relation. The most cored halos
show a small bias toward being steeper from the stellar-traced
models, but there is no doubt that several galaxies are incom-
patible with NFW profiles. NGC 2976 agrees with the one-
to-to relation within the uncertainties, in contrast to our previ-
ous work. The gas-traced model has become steeper, because
the model has swept over several PAs and not modeled non-

Figure 5. The rotation curves for the best fit parameters from the gas-traced
and stellar-traced data. The median rotation curves for the various parts of
the mass budget are shown as well as the 1-σ confidence bands. Arrows are
drawn to show the largest radius bin for each tracer. The circular velocity
curves have been fit for each tracer as described in the text. For the gas data,
the fit is made to the observed rotational velocity field. For the stellar data,
the fit is made to the quadrature sum of rotational velocity and dispersion.
NGC959 The two tracers do not agree in their large-radii normalizations. The
disagreement is robustly contained in the data, and is likely due to our models
not containing necessary complexity, such as from non-spherical DM halos.
UGC 2259 The gas-traced model appears cuspier. NGC 2552 The large-radii
normalization again disagrees between the two models. NGC 2976 A subtle
but significant disagreement exists in the shape of the rotation curves. The
disagreement is mainly in normalization with Υ∗ fit differently between the
two models. If a fixed value is used, the disagreement is primarily in a cuspier
shape to the stellar-traced model. NGC 5204 The two tracers show excellent
agreement in their mass models. NGC 5949 The two tracers show reason-
able agreement in their mass models, but with the stellar-based model being
modestly more cuspy. UGC 11707 The two tracers again show modest dis-
agreement at small radii, but the large error bars may explain the difference.

circular terms, and the stellar-traced model has become shal-
lower because the stellar photometry and mass has increased
as discussed in §4.2. Two galaxies are outliers beyond 1-σ
significance, which is expected from normal statistics alone.
NGC 5949 looks more cuspy from the stellar-traced models.
NGC 5949, however, does not have evidence for a bar from
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lower because the stellar photometry and mass has increased
as discussed in §4.2. Two galaxies are outliers beyond 1-σ
significance, which is expected from normal statistics alone.
NGC 5949 looks more cuspy from the stellar-traced models.
NGC 5949, however, does not have evidence for a bar from

dark matter
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Figure 2. The gas-traced and stellar-traced data and the best fitting gNFWmodels. Top Stellar kinematic fields in the vrms parameters. Bottom Gas line-of-sight
velocity kinematic maps. Left Data. Right The best fitting models. The contours show logarithmically scaled surface brightnesses for the continuum, on the
stellar maps, and the emission lines, on the gas maps. The data-side contours show the actual surface brightnesses and the model-side stellar contour shows the
MGE model. Stellar contours are spaced by one magnitude and gas contours by two magnitudes.

the other input parameters are shared with the stellar-traced
models.
The models previously presented have assumed axisymme-

try. Dropping this assumption adds significant complexity.
In order to model triaxial structures through stellar kinemat-
ics, the best option is to use triaxial Schwarzschild codes, for
which van den Bosch et al. (2008) is the current standard. The
code has primarily been used to assess the robustness of super-
massive black hole mass estimates in the presence of triaxial
halos. The main limitation is that only static potentials can
currently be modeled. The code could profitably be employed
to more generally fit triaxial halo shapes in our sample, but it

cannot fit structures with a pattern speed such as bars. We hy-
pothesize that bars may be a significant dynamical perturber
to the gas kinematics, but less so to the hotter stellar kine-
matics. We do not attempt to model triaxial structure through
stellar kinematics herein.
Fortunately, the problem of triaxial structure affecting

gaseous kinematics has been extensively studied. The gen-
eral solution for an arbitrary number of harmonic terms
is presented in Schoenmakers et al. (1997). A general
solution named DiskFit, accompanied by software, has
been given in a set of papers (Spekkens & Sellwood 2007;
Sellwood & Sánchez 2010). The basic idea is that a bisym-
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the other input parameters are shared with the stellar-traced
models.
The models previously presented have assumed axisymme-

try. Dropping this assumption adds significant complexity.
In order to model triaxial structures through stellar kinemat-
ics, the best option is to use triaxial Schwarzschild codes, for
which van den Bosch et al. (2008) is the current standard. The
code has primarily been used to assess the robustness of super-
massive black hole mass estimates in the presence of triaxial
halos. The main limitation is that only static potentials can
currently be modeled. The code could profitably be employed
to more generally fit triaxial halo shapes in our sample, but it

cannot fit structures with a pattern speed such as bars. We hy-
pothesize that bars may be a significant dynamical perturber
to the gas kinematics, but less so to the hotter stellar kine-
matics. We do not attempt to model triaxial structure through
stellar kinematics herein.
Fortunately, the problem of triaxial structure affecting

gaseous kinematics has been extensively studied. The gen-
eral solution for an arbitrary number of harmonic terms
is presented in Schoenmakers et al. (1997). A general
solution named DiskFit, accompanied by software, has
been given in a set of papers (Spekkens & Sellwood 2007;
Sellwood & Sánchez 2010). The basic idea is that a bisym-
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Figure 4. Observed HI rotation curve of the nearby dwarf spiral galaxy M33 (adapted
from [74]), superimposed on an optical image (NED image from STScI Digitized Sky Survey,
http://nedwww.ipac.caltech.edu. The NASA/IPAC Extragalactic Database (NED) is operated by
the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National
Aeronautics and Space Administration). The dashed curve shows the estimated contribution to the
rotation curve from the luminous stellar disc [74]. There is also a smaller contribution from gas
(not shown).

7.1. Changing the law of gravity?

It has turned out to be very difficult to modify gravity on the various length scales where
the dark matter problem resides, but phenomenological attempts have been made to at least
explain flat galaxy rotation curves by introducing violations of Newton’s laws (and of general
relativity) [75]. Until a satisfactory alternative theory to general relativity has been found it is
difficult to further comment on this option. Besides the remarkable success of the ‘standard’
theory in accounting for perihelion motion, redshifts, gravitational lensing and binary pulsar
dynamics, the overall consistency of the standard cosmology it provides the basis for, also on
the largest scales, is remarkable. An example is the concordance of the mass estimates of galaxy
clusters based on galaxy velocity dispersions, gravitational lensing, microwave background
distorsions and x-ray emission from hot intracluster gas. At present, there does not seem to
exist a plausible alternative theory that can match this impressive list of successes.

In principle, there are modifications to Newtonian gravity if there exists a non-zero
cosmological constant, since the energy equation for a test particle of mass m at a distance R

from a homogeneous sphere of mass M gets an additional term proportional to !,

E = 1
2
mṘ2 − GNMm

R
− !

6
mR2, (35)

(see [6]) showing the attractive nature of the extra force for ! < 0. However, this additional
term is some four orders of magnitude too small to have measurable effects in galactic systems,
given the current observational estimates of !. In addition, the observationally favoured value
of ! is positive and thus causes repulsion instead of attraction.

Galaxy clusters are mostly invisible mass  
(motion of galaxies, gas density and 
temperature, gravitational lensing)

Fritz Zwicky
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the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National
Aeronautics and Space Administration). The dashed curve shows the estimated contribution to the
rotation curve from the luminous stellar disc [74]. There is also a smaller contribution from gas
(not shown).

7.1. Changing the law of gravity?

It has turned out to be very difficult to modify gravity on the various length scales where
the dark matter problem resides, but phenomenological attempts have been made to at least
explain flat galaxy rotation curves by introducing violations of Newton’s laws (and of general
relativity) [75]. Until a satisfactory alternative theory to general relativity has been found it is
difficult to further comment on this option. Besides the remarkable success of the ‘standard’
theory in accounting for perihelion motion, redshifts, gravitational lensing and binary pulsar
dynamics, the overall consistency of the standard cosmology it provides the basis for, also on
the largest scales, is remarkable. An example is the concordance of the mass estimates of galaxy
clusters based on galaxy velocity dispersions, gravitational lensing, microwave background
distorsions and x-ray emission from hot intracluster gas. At present, there does not seem to
exist a plausible alternative theory that can match this impressive list of successes.

In principle, there are modifications to Newtonian gravity if there exists a non-zero
cosmological constant, since the energy equation for a test particle of mass m at a distance R

from a homogeneous sphere of mass M gets an additional term proportional to !,

E = 1
2
mṘ2 − GNMm
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mR2, (35)

(see [6]) showing the attractive nature of the extra force for ! < 0. However, this additional
term is some four orders of magnitude too small to have measurable effects in galactic systems,
given the current observational estimates of !. In addition, the observationally favoured value
of ! is positive and thus causes repulsion instead of attraction.
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Planck Collaboration: Cosmological parameters

Table 5. Best-fit values and 68% confidence limits for the base ⇤CDM model. Beam and calibration parameters, and addi-
tional nuisance parameters for “highL” data sets are not listed for brevity but may be found in the Explanatory Supplement
(Planck Collaboration 2013b).

Planck+WP Planck+WP+highL Planck+lensing+WP+highL Planck+WP+highL+BAO

Parameter Best fit 68% limits Best fit 68% limits Best fit 68% limits Best fit 68% limits

⌦bh2 . . . . . . . . . . 0.022032 0.02205 ± 0.00028 0.022069 0.02207 ± 0.00027 0.022199 0.02218 ± 0.00026 0.022161 0.02214 ± 0.00024
⌦ch2 . . . . . . . . . . 0.12038 0.1199 ± 0.0027 0.12025 0.1198 ± 0.0026 0.11847 0.1186 ± 0.0022 0.11889 0.1187 ± 0.0017
100✓MC . . . . . . . . 1.04119 1.04131 ± 0.00063 1.04130 1.04132 ± 0.00063 1.04146 1.04144 ± 0.00061 1.04148 1.04147 ± 0.00056
⌧ . . . . . . . . . . . . 0.0925 0.089+0.012

�0.014 0.0927 0.091+0.013
�0.014 0.0943 0.090+0.013

�0.014 0.0952 0.092 ± 0.013
ns . . . . . . . . . . . 0.9619 0.9603 ± 0.0073 0.9582 0.9585 ± 0.0070 0.9624 0.9614 ± 0.0063 0.9611 0.9608 ± 0.0054
ln(1010As) . . . . . . . 3.0980 3.089+0.024

�0.027 3.0959 3.090 ± 0.025 3.0947 3.087 ± 0.024 3.0973 3.091 ± 0.025

APS
100 . . . . . . . . . . 152 171 ± 60 209 212 ± 50 204 213 ± 50 204 212 ± 50

APS
143 . . . . . . . . . . 63.3 54 ± 10 72.6 73 ± 8 72.2 72 ± 8 71.8 72.4 ± 8.0

APS
217 . . . . . . . . . . 117.0 107+20

�10 59.5 59 ± 10 60.2 58 ± 10 59.4 59 ± 10

ACIB
143 . . . . . . . . . . 0.0 < 10.7 3.57 3.24 ± 0.83 3.25 3.24 ± 0.83 3.30 3.25 ± 0.83

ACIB
217 . . . . . . . . . . 27.2 29+6

�9 53.9 49.6 ± 5.0 52.3 50.0 ± 4.9 53.0 49.7 ± 5.0

AtSZ
143 . . . . . . . . . . 6.80 . . . 5.17 2.54+1.1

�1.9 4.64 2.51+1.2
�1.8 4.86 2.54+1.2

�1.8

rPS
143⇥217 . . . . . . . . 0.916 > 0.850 0.825 0.823+0.069

�0.077 0.814 0.825 ± 0.071 0.824 0.823 ± 0.070

rCIB
143⇥217 . . . . . . . . 0.406 0.42 ± 0.22 1.0000 > 0.930 1.0000 > 0.928 1.0000 > 0.930

�CIB . . . . . . . . . . 0.601 0.53+0.13
�0.12 0.674 0.638 ± 0.081 0.656 0.643 ± 0.080 0.667 0.639 ± 0.081

⇠tSZ⇥CIB . . . . . . . . 0.03 . . . 0.000 < 0.409 0.000 < 0.389 0.000 < 0.410
AkSZ . . . . . . . . . . 0.9 . . . 0.89 5.34+2.8

�1.9 1.14 4.74+2.6
�2.1 1.58 5.34+2.8

�2.0

⌦⇤ . . . . . . . . . . . 0.6817 0.685+0.018
�0.016 0.6830 0.685+0.017

�0.016 0.6939 0.693 ± 0.013 0.6914 0.692 ± 0.010
�8 . . . . . . . . . . . 0.8347 0.829 ± 0.012 0.8322 0.828 ± 0.012 0.8271 0.8233 ± 0.0097 0.8288 0.826 ± 0.012
zre . . . . . . . . . . . 11.37 11.1 ± 1.1 11.38 11.1 ± 1.1 11.42 11.1 ± 1.1 11.52 11.3 ± 1.1
H0 . . . . . . . . . . . 67.04 67.3 ± 1.2 67.15 67.3 ± 1.2 67.94 67.9 ± 1.0 67.77 67.80 ± 0.77
Age/Gyr . . . . . . . 13.8242 13.817 ± 0.048 13.8170 13.813 ± 0.047 13.7914 13.794 ± 0.044 13.7965 13.798 ± 0.037
100✓⇤ . . . . . . . . . 1.04136 1.04147 ± 0.00062 1.04146 1.04148 ± 0.00062 1.04161 1.04159 ± 0.00060 1.04163 1.04162 ± 0.00056
rdrag . . . . . . . . . . 147.36 147.49 ± 0.59 147.35 147.47 ± 0.59 147.68 147.67 ± 0.50 147.611 147.68 ± 0.45

corresponding cosmological parameter constraints are shown in
Fig. 4.

We can draw the following general conclusions.

– The cosmological parameters for the base ⇤CDM model are
extremely insensitive to the foreground model described in
the previous subsection. The addition of the ACT and SPT
data causes the posterior distributions of cosmological pa-
rameters to shift by much less than one standard deviation.

– With Planck data alone, the CIB amplitude at 217 GHz is
strongly degenerate with the 217 GHz Poisson point source
amplitude. This degeneracy is broken by the addition of the
high-resolution CMB data. This degeneracy must be borne
in mind when interpreting Planck-only solutions for CIB pa-
rameters; the sum of the Poisson point source and CIB con-
tributions are well constrained by Planck at 217 GHz (and
in good agreement with the map-based CIB Planck analysis
reported in Planck Collaboration 2013a), whereas the indi-
vidual contributions are not. Another feature of the CIB pa-
rameters is that we typically find smaller values of the CIB
spectral index, �CIB, in Planck-alone solutions compared to
Planck+highL solutions (which can be seen in Fig. 6). This
provided additional motivation to treat �CIB as a parameter
in the Planck likelihood rather than fixing it to a particu-
lar value. There is evidence from the Planck spectra (most
clearly seen by di↵erencing the 217 ⇥ 217 and 143 ⇥ 143
spectra) that the CIB spectrum at 217 GHz flattens in slope
over the multipole range 500 <⇠ ` <⇠ 1000. This will be ex-

plored in further detail in future papers (see also Appendix
C).

– The addition of the ACT and SPT data constrains the ther-
mal SZ amplitude, which is poorly determined by Planck
alone. In the Planck-alone analysis, the tSZ amplitude is
strongly degenerate with the Poisson point source ampli-
tude at 100 GHz. This degeneracy is broken when the high-
resolution CMB data are added to Planck.

The last two points are demonstrated clearly in Fig. 7, which
shows the residuals of the Planck spectra with respect to the
best-fit cosmology for the Planck+WP analysis compared to the
Planck+WP+highL fits. The addition of high-resolution CMB
data also strongly constrains the net contribution from the kSZ
and tSZ⇥CIB components (dotted lines), though these compo-
nents are degenerate with each other (and tend to cancel).

Although the foreground parameters for the Planck+WP fits
can di↵er substantially from those for Planck+WP+highL, the
total foreground spectra are insensitive to the addition of the
high-resolution CMB data. For example, for the 217⇥ 217 spec-
trum, the di↵erences in the total foreground solution are less
than 10 µK2 at ` = 2500. The net residuals after subtracting both
the foregrounds and CMB spectrum (shown in the lower panels
of each sub-plot in Fig. 7) are similarly insensitive to the addi-
tion of the high-resolution CMB data. The foreground model is
su�ciently complex that it has a high “absorptive capacity” to
any smoothly-varying frequency-dependent di↵erences between
spectra (including beam errors).
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⌦ch2 . . . . . . . . . . 0.12038 0.1199 ± 0.0027 0.12025 0.1198 ± 0.0026 0.11847 0.1186 ± 0.0022 0.11889 0.1187 ± 0.0017
100✓MC . . . . . . . . 1.04119 1.04131 ± 0.00063 1.04130 1.04132 ± 0.00063 1.04146 1.04144 ± 0.00061 1.04148 1.04147 ± 0.00056
⌧ . . . . . . . . . . . . 0.0925 0.089+0.012

�0.014 0.0927 0.091+0.013
�0.014 0.0943 0.090+0.013

�0.014 0.0952 0.092 ± 0.013
ns . . . . . . . . . . . 0.9619 0.9603 ± 0.0073 0.9582 0.9585 ± 0.0070 0.9624 0.9614 ± 0.0063 0.9611 0.9608 ± 0.0054
ln(1010As) . . . . . . . 3.0980 3.089+0.024

�0.027 3.0959 3.090 ± 0.025 3.0947 3.087 ± 0.024 3.0973 3.091 ± 0.025

APS
100 . . . . . . . . . . 152 171 ± 60 209 212 ± 50 204 213 ± 50 204 212 ± 50

APS
143 . . . . . . . . . . 63.3 54 ± 10 72.6 73 ± 8 72.2 72 ± 8 71.8 72.4 ± 8.0

APS
217 . . . . . . . . . . 117.0 107+20

�10 59.5 59 ± 10 60.2 58 ± 10 59.4 59 ± 10

ACIB
143 . . . . . . . . . . 0.0 < 10.7 3.57 3.24 ± 0.83 3.25 3.24 ± 0.83 3.30 3.25 ± 0.83

ACIB
217 . . . . . . . . . . 27.2 29+6

�9 53.9 49.6 ± 5.0 52.3 50.0 ± 4.9 53.0 49.7 ± 5.0

AtSZ
143 . . . . . . . . . . 6.80 . . . 5.17 2.54+1.1

�1.9 4.64 2.51+1.2
�1.8 4.86 2.54+1.2

�1.8

rPS
143⇥217 . . . . . . . . 0.916 > 0.850 0.825 0.823+0.069

�0.077 0.814 0.825 ± 0.071 0.824 0.823 ± 0.070

rCIB
143⇥217 . . . . . . . . 0.406 0.42 ± 0.22 1.0000 > 0.930 1.0000 > 0.928 1.0000 > 0.930

�CIB . . . . . . . . . . 0.601 0.53+0.13
�0.12 0.674 0.638 ± 0.081 0.656 0.643 ± 0.080 0.667 0.639 ± 0.081

⇠tSZ⇥CIB . . . . . . . . 0.03 . . . 0.000 < 0.409 0.000 < 0.389 0.000 < 0.410
AkSZ . . . . . . . . . . 0.9 . . . 0.89 5.34+2.8

�1.9 1.14 4.74+2.6
�2.1 1.58 5.34+2.8

�2.0

⌦⇤ . . . . . . . . . . . 0.6817 0.685+0.018
�0.016 0.6830 0.685+0.017

�0.016 0.6939 0.693 ± 0.013 0.6914 0.692 ± 0.010
�8 . . . . . . . . . . . 0.8347 0.829 ± 0.012 0.8322 0.828 ± 0.012 0.8271 0.8233 ± 0.0097 0.8288 0.826 ± 0.012
zre . . . . . . . . . . . 11.37 11.1 ± 1.1 11.38 11.1 ± 1.1 11.42 11.1 ± 1.1 11.52 11.3 ± 1.1
H0 . . . . . . . . . . . 67.04 67.3 ± 1.2 67.15 67.3 ± 1.2 67.94 67.9 ± 1.0 67.77 67.80 ± 0.77
Age/Gyr . . . . . . . 13.8242 13.817 ± 0.048 13.8170 13.813 ± 0.047 13.7914 13.794 ± 0.044 13.7965 13.798 ± 0.037
100✓⇤ . . . . . . . . . 1.04136 1.04147 ± 0.00062 1.04146 1.04148 ± 0.00062 1.04161 1.04159 ± 0.00060 1.04163 1.04162 ± 0.00056
rdrag . . . . . . . . . . 147.36 147.49 ± 0.59 147.35 147.47 ± 0.59 147.68 147.67 ± 0.50 147.611 147.68 ± 0.45

corresponding cosmological parameter constraints are shown in
Fig. 4.

We can draw the following general conclusions.

– The cosmological parameters for the base ⇤CDM model are
extremely insensitive to the foreground model described in
the previous subsection. The addition of the ACT and SPT
data causes the posterior distributions of cosmological pa-
rameters to shift by much less than one standard deviation.

– With Planck data alone, the CIB amplitude at 217 GHz is
strongly degenerate with the 217 GHz Poisson point source
amplitude. This degeneracy is broken by the addition of the
high-resolution CMB data. This degeneracy must be borne
in mind when interpreting Planck-only solutions for CIB pa-
rameters; the sum of the Poisson point source and CIB con-
tributions are well constrained by Planck at 217 GHz (and
in good agreement with the map-based CIB Planck analysis
reported in Planck Collaboration 2013a), whereas the indi-
vidual contributions are not. Another feature of the CIB pa-
rameters is that we typically find smaller values of the CIB
spectral index, �CIB, in Planck-alone solutions compared to
Planck+highL solutions (which can be seen in Fig. 6). This
provided additional motivation to treat �CIB as a parameter
in the Planck likelihood rather than fixing it to a particu-
lar value. There is evidence from the Planck spectra (most
clearly seen by di↵erencing the 217 ⇥ 217 and 143 ⇥ 143
spectra) that the CIB spectrum at 217 GHz flattens in slope
over the multipole range 500 <⇠ ` <⇠ 1000. This will be ex-

plored in further detail in future papers (see also Appendix
C).

– The addition of the ACT and SPT data constrains the ther-
mal SZ amplitude, which is poorly determined by Planck
alone. In the Planck-alone analysis, the tSZ amplitude is
strongly degenerate with the Poisson point source ampli-
tude at 100 GHz. This degeneracy is broken when the high-
resolution CMB data are added to Planck.

The last two points are demonstrated clearly in Fig. 7, which
shows the residuals of the Planck spectra with respect to the
best-fit cosmology for the Planck+WP analysis compared to the
Planck+WP+highL fits. The addition of high-resolution CMB
data also strongly constrains the net contribution from the kSZ
and tSZ⇥CIB components (dotted lines), though these compo-
nents are degenerate with each other (and tend to cancel).

Although the foreground parameters for the Planck+WP fits
can di↵er substantially from those for Planck+WP+highL, the
total foreground spectra are insensitive to the addition of the
high-resolution CMB data. For example, for the 217⇥ 217 spec-
trum, the di↵erences in the total foreground solution are less
than 10 µK2 at ` = 2500. The net residuals after subtracting both
the foregrounds and CMB spectrum (shown in the lower panels
of each sub-plot in Fig. 7) are similarly insensitive to the addi-
tion of the high-resolution CMB data. The foreground model is
su�ciently complex that it has a high “absorptive capacity” to
any smoothly-varying frequency-dependent di↵erences between
spectra (including beam errors).
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spectra) that the CIB spectrum at 217 GHz flattens in slope
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– The addition of the ACT and SPT data constrains the ther-
mal SZ amplitude, which is poorly determined by Planck
alone. In the Planck-alone analysis, the tSZ amplitude is
strongly degenerate with the Poisson point source ampli-
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linear perturbation theory

general relativity and statistical 
mechanics at 104 K ~ 1 eV/k

Evidence for cold dark matter



37.6±0.2 pJ/m3  
ordinary matter

1 to 4 pJ/m3 neutrinos

201±2 pJ/m3  
cold dark matter

535±7 pJ/m3 
dark energy

0.04175±0.00004 pJ/m3 photons

Planck (2015)  
TT,TE,EE+lowP+lensing+ext

matter p≪ρ
radiation p=ρ/3  
vacuum p=-ρ

1 pJ = 10-12 J
ρcrit=1.68829 h2 pJ/m3

The observed energy 
content of the Universe

Evidence for cold dark matter

Cold Dark 
Matter
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More than 80% of all matter 
does not couple  
to the primordial plasma!

Dark matter

“time”

Matter fluctuations uncoupled to the 
plasma can gravitationally grow into 

galaxies in the given 13 Gyr

Evidence for nonbaryonic cold dark matter
Dark matter is non-baryonic

Baryon 
Acoustic 

Oscillations

No dark 
matter

GALAXY FORMATION



Evidence for nonbaryonic cold dark matter

BIG BANG 
NUCLEOSYNTHESIS

- The baryon-to-photon ratio has been the 
same since ~1 minute after the Big Bang.

Ade et al [Planck] 2015
Baryon density in 1.688 pJ/m3 (rescaled to current volume)

84% of matter 
is nonbaryonic
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- Baryons are ≲15.7% of the mass in matter.



disappears too quickly

couples to the plasma

is hot dark matter

is the particle of light

No known particle can be nonbaryonic cold dark matter!

Is dark matter an elementary particle?

H
Higgs boson



Physicists have many ideas ....

A new force in 
the dark sectorExcited dark 

matter

Axions

Dark matter 
from extra-
dimensions

Supersymmetric 
WIMPs



Particle dark matter
(hot)

(warm)

(cold)

(cold)

 

 

 

}
}

thermal relics

non-thermal relics

• neutrinos

• sterile neutrinos, gravitinos

• lightest supersymmetric particle

• lightest Kaluza-Klein particle

• Bose-Einstein condensates,  
axions, axion clusters

• solitons (Q-balls, B-balls, ...)

• supermassive wimpzillas

               Mass range

10-22 eV (10-56g) B.E.C.s
10-8 M⦿ (10+25g) axion clusters

   Interaction strength range

Only gravitational: wimpzillas
Strongly interacting: B-balls



Particle dark matter

Hot dark matter

Cold dark matter

- relativistic at kinetic decoupling (start of free streaming)
- big structures form first, then fragment

light neutrinos

neutralinos, axions, WIMPZILLAs, solitons

Warm dark matter

- non-relativistic at kinetic decoupling
- small structures form first, then merge

- semi-relativistic at kinetic decoupling
- smallest structures are erased

sterile neutrinos, gravitinos



Particle dark matter

Thermal relics

Non-thermal relics

in thermal equilibrium in the early universe

not in thermal equilibrium in the early universe

neutrinos, neutralinos, other WIMPs, ....

axions, WIMPZILLAs, solitons, ....



Axions



Axions as dark matter

Hot

Cold

Produced thermally in early universe
Important for ma>0.1eV (fa<108), mostly excluded by astrophysics

Produced by coherent field oscillations around mimimum of V(θ)
(Vacuum realignment)

Produced by decay of topological defects

(Axionic string decays) Still a very complicated and 

uncertain calculation!

e.g. Harimatsu et al 2012
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Neutrinos



Heavy active neutrinos
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Cosmological Lower Bound on Heavy-Neutrino Masses

Benjamin W. Lee&'~
Eenni National Accelemtox Labo~ato~, +~ Batavia, Illinois 60510

and

Steven Weinberg '~

Stanford University, Physics Department, Stanford, California 94305
(Received 13 May 1977)

The present cosmic mass density of possible stable neutral heavy leptons is calculated
in a standard cosmological model. In order for this density not to exceed the upper lim-
it of 2x 10 2~ g/cm, the lepton mass would have to be greater than a lower bound of the
order of 2 GeV.

There is a mell-known cosmological argument'
against the existence of neutrino masses greater
than about 40 eV. In the "standard" big-bang
cosmology, ' the present number density of each
kind of neutrino is expected' to be ~» the number
density of photons in the 3'K black-body ba, ck-
ground radiation, or about 300 cm '; hence if the
neutrino mass were above 40 eV, their mass
density would be greater than 2 &&10 "g/cm',
which is roughly the upper limit allowed by pres-
ent estimates4 of the Hubble constant and the de-
celeration parameter.
However, this argument would not apply if the

neutrino mass were much larger than 1 MeV.
Neutrinos are generally expected' to go out of
thermal equilibrium when the temperature drops
to about 10' 'K, the temperature at which neu-
trano coll~sion rates become comparable to the
expansion rate of the universe. If neutrinos were
much heavier than 1 MeV, then they would al-
ready be much rarer than photons at the time
when they go out of thermal equilibrium, and
hence their number density would now be much
less than 300 cm '.
Of course, the familiar electronic and muonic

neutrinos are known to be lighter than 1 MeV.
However, heavier stable neutral leptons could
easily have escaped detection, and are even re-
quired in some gauge models. ' In this Letter, we
suppose that there exists a neutral lepton L' (the
"heavy neutrino") with mass well above 1 MeV,
and we assume that J0 carries some additive or
multiplicative quantum number which keeps it
absolutely stable. We will present arguments
based on the standard big-bang cosmology to show
that the mass of such a particle must be above a
lower bound of order 2 GeV.
At first glance, it might be thought that the

present number density of heavy neutrinos would
simply be less than the above estimate of 300
cm ' by the value exp[-m~/(1 MeV)] of the
Boltzmann factor at the time the heavy neutrinos
go out of thermal equilibrium. If this were the
case, then an upper limit of 2X10 "g/cm ' on
the present cosmic mass density would require
that m~ exp[-m~/(1 MeV) ] should be less than 40
eV, and hence that m~ should either be less than
40 eV or greater than 13 MeV,
However, the true lower bound on the heavy-

neutrino mass is considerably more stringent.
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2 GeV/c2 for Ωc=1 
Now 4 GeV/c2 for Ωc=0.25



Cosmic density of massive neutrinos
Fourth-generation Standard Model neutrino

Excluded as dark matter (1991)

~ few GeV  
preferred cosmological mass 
Lee & Weinberg 1977

Direct
Searches

LEP boundZ ! ⌫⌫̄



Standard model + right-handed neutrinos

Active and sterile neutrinos oscillate into each other.

Sterile neutrinos can be warm 
dark matter (mass > 0.3 keV)

Dodelson, Widrow 1994; Shi, Fuller 
1999; Laine, Shaposhnikov 2008 

Sterile neutrino dark matter
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Figure 4: The central region of Fig. 3, M1 = 0.3 . . .100.0 keV, compared with regions excluded
by various X-ray constraints [22, 25, 30, 31], coming from XMM-Newton observations of the Large
Magellanic Cloud (LMC), the Milky Way (MW), and the Andromeda galaxy (M31). SPI marks the
constraints from 5 years of observations of the Milky Way galactic center by the SPI spectrometer on
board the Integral observatory.

dark matter simulations, which have not been carried out with actual non-equilibrium spec-

tra so far. Nevertheless, adopting a simple recipe for estimating the non-equilibrium effects

(cf. Eq. (5.1)), the results of refs. [34, 35] can be re-interpreted as the constraints M1 >∼ 11.6

keV and M1 >∼ 8 keV, respectively (95% CL), at vanishing asymmetry [12]. Very recently

limits stronger by a factor 2–3 have been reported [36]. We return to how the constraints

change in the case of a non-zero lepton asymmetry in Sec. 5. We note, however, that the

most conservative bound, the so-called Tremaine-Gunn bound [52, 53], is much weaker and

reads M1 >∼ 0.3 keV [54], which we have chosen as the lower end of the horizontal axes in

Figs. 4, 6.

In Fig. 5 we show examples of the spectra, for a relatively small mass M1 = 3 keV (like

in Fig. 1), at which point the significant changes caused by the asymmetry can be clearly

identified. The general pattern to be observed in Fig. 5 is that for a small asymmetry, the

distribution function is boosted only at very small momenta. Quantities like the average

momentum ⟨q⟩s then decrease, as can be seen in Fig. 6. For large asymmetry, the resonance

affects all q; the total abundance is strongly enhanced with respect to the case without a

resonance, but the shape of the distribution function is less distorted than at small asymmetry,

so that the average momentum ⟨q⟩s returns back towards the value in the non-resonant case.

Therefore, for any given mass, we can observe a minimal value of ⟨q⟩s in Fig. 6, ⟨q⟩s >∼ 0.3⟨q⟩a.
This minimal value is remarkably independent of M1, but the value of asymmetry at which
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DM density
Lyman-α 
(SDDS)

νMSM
Laine, Shaposhnikov 2008



Supersymmetric particles



Neutralinos (the most fashionable/studied WIMP)

Goldberg 1983; Ellis, Hagelin, Nanopoulos, Olive, Srednicki 1984; etc.

Sneutrinos (also WIMPs)

Falk, Olive, Srednicki 1994; Asaka, Ishiwata, Moroi 2006; McDonald 2007; 
Lee, Matchev, Nasri 2007; Deppisch, Pilaftsis 2008; Cerdeno, Munoz, Seto 
2009; Cerdeno, Seto 2009; etc.

Gravitinos (SuperWIMPs)

Feng, Rajaraman, Takayama 2003; Ellis, Olive, Santoso, Spanos 2004; Feng, 
Su, Takayama, 2004; etc.

Axinos (SuperWIMPs)

Tamvakis, Wyler 1982; Nilles, Raby 1982; Goto, Yamaguchi 1992; Covi, Kim, 
Kim, Roszkowski 2001; Covi, Roszkowski, Ruiz de Austri, Small 2004; etc.

Supersymmetric dark matter



Neutralino dark matter: impact of LHC

“a Higgs mass of ~125 GeV excludes the least fine-tuned CMSSM 
points; remaining viable models may be difficult to probe with dark 
matter searches”

• The CMSSM is in dire straights 

Sandick 1210.5214

Constrained Minimal 
Superssymetric Standard Model

• But there are many supersymmetric models

mSUGRA

AMSB

 non-universal
SUGRA

NMSSM

GMSBMSSM-25

MSSM-63

MSSM-124

SM-18 pMSSM
CMSSM SplitSUSY
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Neutralino dark matter: impact of LHC

“the only pMSSM models 
remaining [with neutralino being 
100% of CDM] are those with 
bino coannihilation”

densities. Of course, even for masses up to 1-2 TeV, XENON1T still provides quite decent
model coverage in this parameter plane. As noted already, most of the impact of the LHC is
at present seen to be at lower LSP masses below ⇠ 500 GeV. The LHC coverage is relatively
uniform as far as the value of the relic density is concerned except in the case of very light
LSPs where the coverage is very strong. Of course, we again remind the reader that we
still need to add the additional information coming from the new 8 TeV LHC analyses not
included here as well as the extrapolations to 14 TeV so that the coverage provided by the
LHC should be expected to improve substantially.

Figure 13: Thermal relic density as a function of the LSP mass for all pMSSM models,
surviving after all searches, color-coded by the electroweak properties of the LSP. Compare
with Fig. 2.

Finally, Fig. 13 shows the impact of combining all of the di↵erent searches in this same
⌦h2-LSP mass plane which should be compared with that for the original model set as
generated that is shown in Fig. 2. Here we see that (i) the models that were in the light h

23
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pMSSM (phenomenological MSSM)
µ,mA, tan�, Ab, At, A⌧ ,M1,M2,M3,
mQ1 ,mQ3 ,mu1 ,md1 ,mu3 ,md3 ,

mL1 ,mL3 ,me1 ,me3

(19 parameters)



“Supersymmetry cannot be experimentally ruled out:  
it can either be discovered or abandoned.”

Leszek Roszkowski

Neutralino dark matter: impact of LHC
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Searches for particle dark matter
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Børge Kile Gjelsten, University of Oslo 44 IDM, Aug 2008

Colliders

The power 
of the WIMP



Dark matter creation with particle accelerators

Børge Kile Gjelsten, University of Oslo 44 IDM, Aug 2008

The ATLAS detector Particle production at the 
Large Hadron Collider

Searching for the conversion 
protons → energy → dark matter E=mc2  in action



Indirect detection of particle dark matter
The principle

Dark matter particles transform into ordinary 
particles, which are then detected or inferred



Neutrinos from the Sun

Dark matter particles  
sink into the Sun/Earth where 
they transform into neutrinos

The principle
Dark matter particles transform into ordinary 
particles, which are then detected or inferred

ANTARES

IceCube 
ANTARES 
…

Neutrinos from the Earth

Freese 1986; Krauss, Srednicki, Wilczek 1986

Press, Spergel 1985; Silk, Olive, Srednicki 1985

Indirect detection of particle dark matter



FERMI

PAMELA

VERITAS

AMS

The principle
Dark matter particles transform into ordinary 
particles, which are then detected or inferred

Gamma-rays, positrons, 
antiprotons from our 
galaxy and beyond

HEAT 
BESS 
PAMELA 
AMS 
GAPS 
EGRET 
HESS 
MAGIC 
VERITAS 
GLAST 
STACEE 
CTA 
…

Indirect detection of particle dark matter

Gunn, Lee, Lerche, 
Schramm, Steigman 
1978; Stecker 1978

Dark matter particles 
wander through the galaxy



Indirect detection of particle dark matter
The principle

Dark matter particles transform into ordinary 
particles, which are then detected or inferred

The first stars to form in the universe may have been powered 
by dark matter instead of nuclear fusion.  

Dark Stars
They were dark-matter powered stars or for short

• Explain chemical elements in old halo stars

• Explain origin of supermassive black holes 
in early quasars

Artist’s impression Spolyar, Freese, Gondolo 2007-2008



Dark
matter
particle

crystal  
(or gas
 or liquid)

Low-background underground detector

CRESST

Dark matter particles that arrive on Earth 
scatter off nuclei in a detector

The principle of direct detection

Goodman, 
Witten 
1985
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Confusion of the mind



Evidence for cold dark matter particles?
135 GeV γ-ray line

Weniger 2012

Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.

– 4 –

Energy (GeV)
1 10 210

Po
si

tro
n 

Fr
ac

tio
n

−110

Fermi 2011
PAMELA 2009
AMS 2007
HEAT 2004

FIG. 5: Positron fraction measured by the Fermi LAT and by
other experiments [10, 14, 35]. The Fermi statistical uncer-
tainty is shown with error bars and the total (statistical plus
systematic uncertainty) is shown as a shaded band.

the electron spectrum is (2.07±.13 × 10−2 GeV−1 m−2

s−1 sr−1)( E

20GeV )−3.19±0.07. The uncertainties are deter-
mined by including the total (statistical plus systematic)
uncertainty of each energy bin. The fitted indices are con-
sistent with the index we reported previously for the total
electron plus positron spectrum (3.08±0.05) [19, 20].

Conclusion. We measured the CR positron and elec-
tron spectra separately between 20 and 200 GeV, using
a novel separation technique which exploits the charge-
dependent displacement of the Earth’s shadow due to the
geomagnetic field. While the positron fraction has been
measured previously up to 100 GeV [15] and the absolute
flux has been measured previously up to 50 GeV [9, 36],
this is the first time that the absolute CR positron spec-
trum has been measured above 50 GeV and that the
fraction has been determined above 100 GeV. We find
that the positron fraction increases with energy between
20 and 200 GeV, consistent with results reported by
PAMELA [14]. Future measurements with greater sen-
sitivity and energy reach, such as those by AMS-02, are
necessary to distinguish between the many possible ex-
planations of this increase.
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FIG. 6: Intensity maps (in galactic coordinates) after subtracting the best-fit Galactic di↵use model, Fermi bubbles, and
isotropic templates. At energies between ⇠0.5-5 GeV (i.e. in the first three frames), the dark-matter-like emission is clearly
visible around the Galactic Center.

analysis of Ref. [8], the cut on CTBCORE significantly
hardens the spectrum at energies below 1 GeV, render-
ing it more consistent with that extracted at higher lati-
tudes (see Appendix A). Shown for comparison (as a solid
line) is the spectrum predicted from a 35.25 GeV dark
matter particle annihilating to bb̄ with a cross section of
�v = 1.7 ⇥ 10�26 cm3/s ⇥ [(0.3GeV/cm3)/⇢

local

]2. The
spectrum of this component is in good agreement with
that predicted by this dark matter model, yielding a fit
of �2 = 26.4 over the 25 error bars between 0.3 and 100
GeV. We also note that the spectral shape of the dark
matter template is quite robust to variations in �, except
at energies below ⇠ 600 MeV, where the spectral shape

can vary non-negligibly with the choice of inner slope (see
Appendix C).

In Fig. 6, we plot the maps of the gamma-ray sky in
four energy ranges after subtracting the best-fit di↵use
model, Fermi Bubbles, and isotropic templates. In the
0.5-1 GeV, 1-2 GeV, and 2-5 GeV maps, the dark-matter-
like emission is clearly visible in the region surrounding
the Galactic Center. Much less central emission is vis-
ible at 5-20 GeV, where the dark matter component is
significantly less bright.

3.5 keV X-ray line

Bulbul et al 2014Hooper et al 
2009-14



Gamma-rays from dark matter?



1 GeV gamma-ray excess?
Goodenough, Hooper 2009; Hooper, Goodenough; Boyarsky, Malyshev, Ruchayskiy; Hooper, 
Linden 2011; Abazajian, Kaplinghat 2012; Gordon, Macias 2013; Abazajian, Canac, Horiuchi, 
Kaplinghat; Daylan et al 2014
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analysis of Ref. [8], the cut on CTBCORE significantly
hardens the spectrum at energies below 1 GeV, render-
ing it more consistent with that extracted at higher lati-
tudes (see Appendix A). Shown for comparison (as a solid
line) is the spectrum predicted from a 35.25 GeV dark
matter particle annihilating to bb̄ with a cross section of
�v = 1.7 ⇥ 10�26 cm3/s ⇥ [(0.3GeV/cm3)/⇢

local

]2. The
spectrum of this component is in good agreement with
that predicted by this dark matter model, yielding a fit
of �2 = 26.4 over the 25 error bars between 0.3 and 100
GeV. We also note that the spectral shape of the dark
matter template is quite robust to variations in �, except
at energies below ⇠ 600 MeV, where the spectral shape

can vary non-negligibly with the choice of inner slope (see
Appendix C).

In Fig. 6, we plot the maps of the gamma-ray sky in
four energy ranges after subtracting the best-fit di↵use
model, Fermi Bubbles, and isotropic templates. In the
0.5-1 GeV, 1-2 GeV, and 2-5 GeV maps, the dark-matter-
like emission is clearly visible in the region surrounding
the Galactic Center. Much less central emission is vis-
ible at 5-20 GeV, where the dark matter component is
significantly less bright.

Fermi-LAT 
      all-sky map

Fit diffuse + Fermi-bubble, find residual5
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10), normalized to the brightest point in each map. The di↵use model template is shown as evaluated at 2 GeV, and the dark
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These cuts on CTBCORE have a substantial impact
on Fermi ’s PSF, especially at low energies. In Fig. 3,
we show the PSF for front-converting, Ultraclean events,
at three representative energies, for di↵erent cuts on
CTBCORE (all events, Q2, and Q1). Such a cut can
be used to mitigate the leakage of astrophysical emission
from the Galactic Plane and point sources into our re-
gions of interest. This leakage is most problematic at
low energies, where the PSF is quite broad and where
the CTBCORE cut has the greatest impact. These new
event classes and their characterization will be further
detailed in an upcoming paper, which will be accompa-
nied by a data release of all-sky maps for each class, and
the instrument response function files necessary for use
with the Fermi Science Tools [40].

Throughout the remainder of this study, we will em-
ploy the Q2 event class, corresponding to the top 50%
(by CTBCORE) of Fermi ’s front-converting, Ultraclean
photons, except at energies above 10 GeV, where we do
not apply any additional cuts to CTBCORE.

IV. THE INNER GALAXY

In this section, we follow the procedure previously pur-
sued in Ref. [8] (see also Refs. [41, 42]) to study the
gamma-ray emission from the Inner Galaxy. We use the
term “Inner Galaxy” to denote the region of the sky that
lies within several tens of degrees around the Galactic
Center, excepting the Galactic Plane itself (|b| < 1�),

which we mask in this portion of our analysis.

Throughout our analysis, we make use of the Pass 7
(V15) reprocessed data taken between August 4, 2008
and December 5, 2013, using only front-converting, Ul-
traclean class events which pass the Q2 CTBCORE cut
as described in Sec. III. We also apply standard cuts to
ensure data quality (zenith angle < 100�, instrumental
rocking angle < 52�, DATA QUAL = 1, LAT CONFIG=1).
Using this data set, we have generated a map of the
gamma-ray sky, smoothed to 2 degrees full-width-half-
maximum. We apply the point source subtraction
method described in Ref. [42], using the 1FGL catalogue
and masking out the 200 brightest sources. We then per-
formed a pixel-based maximum likelihood analysis on the
map, fitting the data in each energy bin to a sum of spa-
tial templates. These templates consist of: 1) the Fermi

Collaboration p6v11 Galactic di↵use model (which we
refer to as the Pass 6 Di↵use Model),1 2) an isotropic
map, intended to account for the extragalactic gamma-
ray background and residual cosmic-ray contamination,
and 3) a uniform-brightness spatial template coincident
with the features known as the Fermi Bubbles, as de-
scribed in Ref. [42]. In addition to these three back-

1 Unlike more recently released Galactic di↵use models, the p6v11
di↵use model does not include a component corresponding to
the Fermi Bubbles. By using this model, we are free to fit the
Fermi Bubbles component independently. See Appendix D for a
discussion of the impact of varying the di↵use model.
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These cuts on CTBCORE have a substantial impact
on Fermi ’s PSF, especially at low energies. In Fig. 3,
we show the PSF for front-converting, Ultraclean events,
at three representative energies, for di↵erent cuts on
CTBCORE (all events, Q2, and Q1). Such a cut can
be used to mitigate the leakage of astrophysical emission
from the Galactic Plane and point sources into our re-
gions of interest. This leakage is most problematic at
low energies, where the PSF is quite broad and where
the CTBCORE cut has the greatest impact. These new
event classes and their characterization will be further
detailed in an upcoming paper, which will be accompa-
nied by a data release of all-sky maps for each class, and
the instrument response function files necessary for use
with the Fermi Science Tools [40].

Throughout the remainder of this study, we will em-
ploy the Q2 event class, corresponding to the top 50%
(by CTBCORE) of Fermi ’s front-converting, Ultraclean
photons, except at energies above 10 GeV, where we do
not apply any additional cuts to CTBCORE.

IV. THE INNER GALAXY

In this section, we follow the procedure previously pur-
sued in Ref. [8] (see also Refs. [41, 42]) to study the
gamma-ray emission from the Inner Galaxy. We use the
term “Inner Galaxy” to denote the region of the sky that
lies within several tens of degrees around the Galactic
Center, excepting the Galactic Plane itself (|b| < 1�),

which we mask in this portion of our analysis.

Throughout our analysis, we make use of the Pass 7
(V15) reprocessed data taken between August 4, 2008
and December 5, 2013, using only front-converting, Ul-
traclean class events which pass the Q2 CTBCORE cut
as described in Sec. III. We also apply standard cuts to
ensure data quality (zenith angle < 100�, instrumental
rocking angle < 52�, DATA QUAL = 1, LAT CONFIG=1).
Using this data set, we have generated a map of the
gamma-ray sky, smoothed to 2 degrees full-width-half-
maximum. We apply the point source subtraction
method described in Ref. [42], using the 1FGL catalogue
and masking out the 200 brightest sources. We then per-
formed a pixel-based maximum likelihood analysis on the
map, fitting the data in each energy bin to a sum of spa-
tial templates. These templates consist of: 1) the Fermi

Collaboration p6v11 Galactic di↵use model (which we
refer to as the Pass 6 Di↵use Model),1 2) an isotropic
map, intended to account for the extragalactic gamma-
ray background and residual cosmic-ray contamination,
and 3) a uniform-brightness spatial template coincident
with the features known as the Fermi Bubbles, as de-
scribed in Ref. [42]. In addition to these three back-

1 Unlike more recently released Galactic di↵use models, the p6v11
di↵use model does not include a component corresponding to
the Fermi Bubbles. By using this model, we are free to fit the
Fermi Bubbles component independently. See Appendix D for a
discussion of the impact of varying the di↵use model.
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FIG. 5: Positron fraction measured by the Fermi LAT and by
other experiments [10, 14, 35]. The Fermi statistical uncer-
tainty is shown with error bars and the total (statistical plus
systematic uncertainty) is shown as a shaded band.

the electron spectrum is (2.07±.13 × 10−2 GeV−1 m−2

s−1 sr−1)( E

20GeV )−3.19±0.07. The uncertainties are deter-
mined by including the total (statistical plus systematic)
uncertainty of each energy bin. The fitted indices are con-
sistent with the index we reported previously for the total
electron plus positron spectrum (3.08±0.05) [19, 20].

Conclusion. We measured the CR positron and elec-
tron spectra separately between 20 and 200 GeV, using
a novel separation technique which exploits the charge-
dependent displacement of the Earth’s shadow due to the
geomagnetic field. While the positron fraction has been
measured previously up to 100 GeV [15] and the absolute
flux has been measured previously up to 50 GeV [9, 36],
this is the first time that the absolute CR positron spec-
trum has been measured above 50 GeV and that the
fraction has been determined above 100 GeV. We find
that the positron fraction increases with energy between
20 and 200 GeV, consistent with results reported by
PAMELA [14]. Future measurements with greater sen-
sitivity and energy reach, such as those by AMS-02, are
necessary to distinguish between the many possible ex-
planations of this increase.
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Figure 7. The positron fraction corresponding to the same models used to draw Fig.
6 is compared with several experimental data sets. The line styles are coherent with those
in that figure. Solar modulation is are accounted as done in

• Astrophysical sources (including pulsars and supernova remnants) can account
for the observed spectral features, as well as for the positron ratio measurements
(sec. 3.1): no additional exotic source is thus required to fit the data, although
the normalization of the fluxes from such astrophysical objects remains a matter
of discussion, as emphasized above.

• Generically, dark matter annihilation produces antiprotons and protons in addition
to e±. If the bulk of the observed excess high-energy e± originates from dark matter
annihilation, the antiproton-to-proton ratio measured by PAMELA (Adriani et al.
2009 [53]) sets very stringent constraints on the dominant dark matter annihilation
modes (Cirelli et al. 2009 [17]). In particular, for ordinary particle dark matter
models, such as neutralino dark matter (Jungman 1996 [49] or the lightest Kaluza-
Klein particle of Universal Extra-Dimensions (Hooper & Profumo 2007 [50]), the
antiproton bound rules out most of the parameter space where one could explain
the anomalous high-energy CRE data.

• Assuming particle dark matter is weakly interacting, and that it was produced
in the early Universe via an ordinary freeze-out process involving the same anni-
hilation processes that dark matter would undergo in today’s cold universe, the
annihilation rate in the Galaxy would be roughly two orders of magnitude too small
to explain the anomalous e± with dark matter annihilation; while this mismatch
makes the dark matter origin somewhat less appealing, relaxing one or more of the
assumptions on dark matter production and/or on the pair annihilation processes
in the early Universe versus today can explain the larger needed annihilation rate;

Grasso et al [Fermi-LAT] 2009

3

cosmic rays in the Galaxy is

nCR(E) = NCRRSN τesc(E). (7)

The equilibrium spectrum of secondary e− + e− pro-
duced by cosmic ray interactions in the Galaxy is de-
termined by a balance between injection, losses and
escape from the Galaxy. For the diffusion coefficient
D(E) ≈ 1028E0.6

GeV cm2s−1 the loss time is shorter than
the escape time at all energies above ∼ 10 GeV, namely
at all energies of interest for us. In this case the equilib-
rium spectrum of the diffuse secondary pairs can easily
be written as

n±(E) =
KNnHc

b(E)

∫ Emax

E

dE′′

∫

dE′nCR(E′)
dσ±(E′, E′′)

dE′
,

(8)
where nH is the gas density averaged over the volume
of the Galaxy (including disc and halo) and a coefficient
KN ∼ 1.2 − 1.8 is introduced to account for the inter-
action of nuclei other than hydrogen. Following [14] we
use KN = 1.8. Clearly, the choice of a different diffu-
sion coefficient in the Galaxy may lead to the need for a
more detailed solution, taking into account the interplay
between escape and losses. Moreover if a non-leaky box
model is used, a slightly different slope of the equilibrium
spectra is obtained, though the positron fraction remains
unaffected.

Similarly, for the secondary pairs produced inside the
sources, one has:

ns
±(E) = KNRSN

1

b(E)

∫ Emax

E

dE′Ns
±(E′), (9)

where Ns
±(E)dE = 4πp2 [f±,0 + (1/2)Q2τSN ] u2τSNdp is

the distribution function of pairs at the sources in energy
space instead of momentum space (we integrated Eq. (4)
over the downstream volume, exactly as for CRs).

Finally, for the spectrum of primary electrons in the
sources we adopt the standard procedure of assuming
that Ne(E) = KepNCR(E), where Kep ≈ 7 × 10−3. The
equilibrium spectrum of primary electrons is then:

ne(E) = KepRSN

1

b(E)

∫ Emax

E

dE′NCR(E′). (10)

Before illustrating the results of our calculations we dis-
cuss briefly the choice of diffusion coefficient in the accel-
erator, which is not the same as in the Galaxy, because of
the generation (and damping) of turbulence in the shock
region, either due to the same accelerated particles [11]
or due to fluid instabilities. Here we carry out the cal-
culations for a Bohm-like diffusion coefficient, which we
write as:

DB(E) = KB
1

3
rL(E)c = 3.3×1022KBB−1

µ EGeV cm2s−1.

(11)
Here Bµ is the local ordered magnetic field in units of
µG and the coefficient KB ≃ (B/δB)2 allows to consider

FIG. 1: Positron fraction as a function of energy. The data
points are the results of the PAMELA measurement.

faster diffusion (KB > 1), which is common when mag-
netic field amplification is not as efficient.

These are all the ingredients needed for the calcula-
tion of the positron and electron fluxes at Earth. The
positron fraction, defined as the ratio of the total flux
of positrons to the total flux of e− + e+, is plotted in
Fig. 1. The data points are the results of the PAMELA
measurement. The error bar on energy is of the order
of half the distance between two consecutive data points.
The solid line refers to the case of maximum energy of
the accelerated particles (and therefore also of the sec-
ondary particles after reacceleration) Emax = 100 TeV,
while the dash-dotted and dotted lines refer respectively
to Emax = 10 TeV and Emax = 3 TeV. The dashed curve
represents the standard contribution to the positron frac-
tion from secondary diffuse pairs. We adopt a reference
age τSN ≈ 104 years for a SNR. The three curves refer
to {KB, ngas,1, Bµ, u8} = {20, 1.3, 1, 0.5} for Emax = 100
TeV, {20, 2, 1, 0.5} for Emax = 10 TeV, and {20, 3, 1, 0.5}
for Emax = 3 TeV (ngas,1 is the gas density close to the
SNR in units of 1cm−3 and u8 = u1/108cm/s). One can
see that these values are appropriate for old supernova
remnants, which however are also expected to be the ones
that contribute the most to the cosmic ray flux below
the knee. Unfortunately during such phase the maxi-
mum energy of accelerated particles decreases in time in
a way which is very uncertain: slowly in the case of no
damping and rather fast if effective magnetic field am-
plification and damping are present. This is the reason
why in Fig. 1 we considered the three values of Emax.
A solid evaluation of this effect can only be achieved by
carrying out a fully time dependent calculation (Caprioli
and Blasi, in preparation). A prediction of this scenario
is that the positron fraction grows and eventually levels
out at ∼ 40− 50%. The fluxes of electrons and positrons
are plotted in Fig. 2 for the case Emax = 100 TeV. We
assumed that the closest source of cosmic rays is located

Blasi 2009
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in all cosmological eras, the presence of an effective weff

which differs (however slightly) from zero would then
signify a departure from the traditional dark-matter
scenarios.

We can also understand this at a mathematical level. The
fact that each individual dark-matter component has an
abundance which follows the behavior in Eq. (1) with w ¼
0 does not guarantee that their sum !tot must follow the
same behavior. Indeed, the two effects which can alter the
time-evolution of the sum !tot in our scenario are a pos-
sible staggered turn-on at early times, and the individually
decaying dark-matter components at late times. Thus
the time-dependence of !tot need not necessarily follow
Eq. (1) with w ¼ 0.

One possibility, of course, is that !tot will continue to
follow Eq. (1), but with some other effective value weff .
However, even this outcome requires that our individual
dark-matter components exhibit certain relationships
between their abundances and lifetimes which need not
actually hold for our dark-matter ensemble. Therefore, in
general, we expect that !tot might exhibit a time-
dependence which does not resemble that given in
Eq. (1) for any constant weff . Or, to phrase this somewhat
differently, we expect that in general, our effective
equation-of-state parameter weff might itself be time-
dependent. We therefore seek to define a function weffðtÞ
which parametrizes a time-dependent equation of state for
our dynamical dark-matter ensemble as a whole.

In order to define such an effective functionweffðtÞ, let us
first recall that the traditional parameterw is fundamentally
defined through the relation p ¼ w! where p and ! are,
respectively, the pressure and energy density of the ‘‘fluid’’
in question. Of course, in an FRW universe with radius R,
the conservation law for energy density dE ¼ $pdV

yields the relation dðR3!Þ ¼ $pdðR3Þ, from which it im-
mediately follows that ðpþ !ÞdR3=R3 ¼ $d! or
3ðpþ !Þd logR ¼ $d!. Recognizing pþ ! ¼ ð1þ wÞ!
and d logR ¼ Hdt where H is the Hubble parameter, we
thus have

3Hð1þ wÞ ¼ $d log!

dt
: (6)

This is a completely general relation which makes no
assumptions about the time-(in)dependence of w. We
may therefore take this to be our fundamental definition
for weffðtÞ—i.e.,

weffðtÞ & $
!
1

3H

d log!tot

dt
þ 1

"

¼

8
>>><
>>>:

$ 1
2

!
d log!tot

d logt

"
forRH=MD eras

$ 2
3

!
d log!tot

d logt

"
þ 1

3 forRD era.

(7)

Note that while our derivation has thus far been completely
general, we have specialized to specific cosmological eras
in passing to the final expressions in Eq. (7). Specifically,
we have written !tot ¼ !tot!crit and taken 3H ' "=twhere
" ¼ 2 (RH=MD), " ¼ 3=2 (RD).
The final expressions in Eq. (7) are easy to interpret

physically, since the double-logarithmic derivatives which
appear in these expressions are nothing but the slopes in the
sketches in Figs. 1 and 2. However, the important point of
this derivation has been to demonstrate that weff defined as
in Eq. (7) continues to have a direct interpretation as a true
equation-of-state parameter relating energy density and
pressure, even when weff is time-dependent. No other
definition of weff would have had this property.
The results in Eq. (7) provide a relation betweenweff and

!totðtÞ. However, it is also possible to derive a similar
relation between weff and #. Assuming that we restrict
our attention to periods of time after all staggered turn-
ons are complete (so that the identity of the dark-matter
component associated with!0 is fixed), it trivially follows
from the definition of # in Eq. (5) that

d logð1$ #Þ
d logt

¼

8
><
>:

$
!
d log!tot

d logt

"
RH=MD eras

$
!
d log!tot

d logt

"
þ 1

2 RD era:
(8)

Using the results in Eq. (7), we therefore find that

weffðtÞ ¼

8
>>><
>>>:

1
2

#
d logð1$#Þ

d logt

$
RH=MD eras

2
3

#
d logð1$#Þ

d logt

$
RD era:

(9)

It therefore follows that decreasing # corresponds to posi-
tive weff , and vice versa. As a self-consistency check, we
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FIG. 2. A sketch of the total dark-matter abundance in our
scenario during the final, matter-dominated era. Even though
each dark-matter component individually has w ¼ 0, the spec-
trum of lifetimes and abundances of these components conspire
to produce a time-dependent total dark-matter abundance !tot

which corresponds to an effective equation of state with w> 0.
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Significance:
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FIG. 2: Contours of the minimum significance level with which a given DDM ensemble is consistent with AMS-02 data,
plotted within the (m0,α + γ) DDM parameter space for α = −3 (left panel) and α = −2 (right panel). The colored
regions correspond to DDM ensembles which successfully reproduce the AMS-02 data while simultaneously satisfying all of the
applicable phenomenological constraints outlined in Sect. IV, while the white regions of parameter space correspond to DDM
ensembles which either cannot simultaneously satisfy these constraints or which fail to match the AMS-02 positron-excess data
at the 5σ significance level or greater. The slight difference between the results shown in the two panels is a consequence of
the differences in the CMB constraints for the two corresponding values of α.

FIG. 3: Predicted combined fluxes Φ
e
+ +Φ

e
− (left panel) and positron fractions Φe+/(Φe

+ +Φ
e
− ) (right panel) corresponding

to the DDM parameter choices lying within those regions of Fig. 2 for which our curves agree with AMS-02 data to within 3σ.
These curves are therefore all consistent with current combined-flux data to within 3σ and also consistent with current positron-
fraction data to within 3σ (with the color of the curve indicating the precise quality of fit, using the same color scheme in
Fig. 2). These curves are also consistent with all other applicable phenomenological constraints discussed in Sect. IV. However,
despite these constraints, the behavior of the positron-fraction curves beyond E

e
± ∼ 350 GeV is entirely unconstrained except

by the internal theoretical structure of the DDM ensemble. Their relatively flat shape in this energy range thus serves as a
prediction (and indeed a “smoking gun”) of the DDM framework. Data from AMS-02 [1], HEAT [2], AMS-01 [3], PAMELA [6],
FERMI [7, 9], PBB-BETS [45], ATIC [46], and HESS [47] are also shown for reference.

Example: Kaluza-Klein tower 
of axions in extra-dimensions 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Sterile neutrino dark matter

While not in contradiction with supernova 1987A bounds [121], the decays of these neutrinos
could produce a flux of energetic active neutrinos, detectable by future neutrino observations
in the event of a galactic supernova [263]. Moreover, the relevant range of sterile neutrino
masses and mixing angles can be probed in future laboratory experiments [266–270].

7 X-ray Detection of Relic Sterile Neutrinos

The main decay mode of sterile neutrinos in the keV mass range is νs → 3ν. This decay mode
is “invisible” due to the low energy of the daughter neutrinos. In addition to this leading
mode of decay that occurs through a tree-level diagram, there are also one-loop diagrams
(Fig. 12) that allow for a photon in the final state. Therefore, the sterile neutrinos can decay
into the lighter neutrinos and an the X-ray photons: νs → γνa [271]. The radiative decay
width is equal to [271,272]

Γνs→γνa
=

9

256π4
αEM G2

F sin2 θ m5
s

=
1

1.8 × 1021s
sin2 θ

(

ms

keV

)5

, (51)

and the corresponding lifetime is many orders of magnitude longer than the age of the
universe. However, since sterile neutrinos are produced in the early universe by neutrino
oscillations and, possibly, by other mechanisms as well, every dark matter halo should contain
some fraction of these particles. Given a large number of particles in these astrophysical
systems, even a small decay width can make them observable via the photons produced in
the radiative decay. This offers, arguably, the best opportunity to detect these particles.
Since ν(m)

2 → γν(m)
1 is a two-body decay, the resulting photons have energy

Eγ = ms/2,

which corresponds to a line broadened only by the velocity dispersion of the dark matter
particles in a given halo. This line, with photon energy of a few keV, can be observed using
an X-ray telescope [24].

ν2 W+ ν1

l -l -

γ

ν2 l - ν1

W+W+

γ

(m) (m) (m) (m)

Fig. 12. Radiative decay of sterile neutrinos, ν
(m)
2 → γν

(m)
1 . The X-rays produced by these decays

can be detected by the X-ray telescopes, such as Chandra, Suzaku, XMM-Newton, and the future
Constellation-X.

A broad range of astrophysical systems can provide suitable targets for such observations. A
concise discussion and comparison of such observational targets can be found in Ref. [102].
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The main decay mode of keV sterile neutrinos (νs→3ν) is undetectable

X-ray line

While not in contradiction with supernova 1987A bounds [121], the decays of these neutrinos
could produce a flux of energetic active neutrinos, detectable by future neutrino observations
in the event of a galactic supernova [263]. Moreover, the relevant range of sterile neutrino
masses and mixing angles can be probed in future laboratory experiments [266–270].

7 X-ray Detection of Relic Sterile Neutrinos

The main decay mode of sterile neutrinos in the keV mass range is νs → 3ν. This decay mode
is “invisible” due to the low energy of the daughter neutrinos. In addition to this leading
mode of decay that occurs through a tree-level diagram, there are also one-loop diagrams
(Fig. 12) that allow for a photon in the final state. Therefore, the sterile neutrinos can decay
into the lighter neutrinos and an the X-ray photons: νs → γνa [271]. The radiative decay
width is equal to [271,272]

Γνs→γνa
=

9

256π4
αEM G2

F sin2 θ m5
s

=
1

1.8 × 1021s
sin2 θ

(

ms

keV

)5

, (51)

and the corresponding lifetime is many orders of magnitude longer than the age of the
universe. However, since sterile neutrinos are produced in the early universe by neutrino
oscillations and, possibly, by other mechanisms as well, every dark matter halo should contain
some fraction of these particles. Given a large number of particles in these astrophysical
systems, even a small decay width can make them observable via the photons produced in
the radiative decay. This offers, arguably, the best opportunity to detect these particles.
Since ν(m)

2 → γν(m)
1 is a two-body decay, the resulting photons have energy

Eγ = ms/2,

which corresponds to a line broadened only by the velocity dispersion of the dark matter
particles in a given halo. This line, with photon energy of a few keV, can be observed using
an X-ray telescope [24].

ν2 W+ ν1

l -l -

γ

ν2 l - ν1

W+W+

γ

(m) (m) (m) (m)

Fig. 12. Radiative decay of sterile neutrinos, ν
(m)
2 → γν

(m)
1 . The X-rays produced by these decays

can be detected by the X-ray telescopes, such as Chandra, Suzaku, XMM-Newton, and the future
Constellation-X.

A broad range of astrophysical systems can provide suitable targets for such observations. A
concise discussion and comparison of such observational targets can be found in Ref. [102].
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3

Dataset Exposure χ2/d.o.f. Line position Flux ∆χ2

[ksec] [keV] 10−6 cts/sec/cm2

M31 ON-CENTER 978.9 97.8/74 3.53± 0.025 4.9+1.6
−1.3 13.0

M31 OFF-CENTER 1472.8 107.8/75 3.53± 0.03 < 1.8 (2σ) . . .
PERSEUS CLUSTER (MOS) 528.5 72.7/68 3.50+0.044

−0.036 7.0+2.6
−2.6 9.1

PERSEUS CLUSTER (PN) 215.5 62.6/62 3.46± 0.04 9.2+3.1
−3.1 8.0

PERSEUS (MOS) 1507.4 191.5/142 3.518+0.019
−0.022 8.6+2.2

−2.3 (Perseus) 25.9
+ M31 ON-CENTER 4.6+1.4

−1.4 (M31) (3 dof)
BLANK-SKY 15700.2 33.1/33 3.53± 0.03 < 0.7 (2σ) . . .

TABLE I: Basic properties of combined observations used in this paper. Second column denotes the sum of exposures of individual observa-
tions. The last column shows change in∆χ2 when 2 extra d.o.f. (position and flux of the line) are added. The energies for Perseus are quoted
in the rest frame of the object.

0.01

0.10

1.00

10.00

No
rm
al
iz
ed
 c
ou
nt
 r
at
e

[c
ts

/s
ec

/k
eV

]

M31 ON-center

-6⋅10-3
-4⋅10-3
-2⋅10-3
 0⋅100
 2⋅10-3
 4⋅10-3
 6⋅10-3
 8⋅10-3
 1⋅10-2

1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0

Da
ta
 -
 m
od
el

[c
ts

/s
ec

/k
eV

]

Energy [keV]

No line at 3.5 keV

0.22

0.24

0.26

0.28

0.30

0.32

0.34

0.36

No
rm
al
iz
ed
 c
ou
nt
 r
at
e

[c
ts

/s
ec

/k
eV

]

M31 ON-center
No line at 3.5 keV

-4⋅10-3
-2⋅10-3
 0⋅100
 2⋅10-3
 4⋅10-3
 6⋅10-3
 8⋅10-3
 1⋅10-2

3.0 3.2 3.4 3.6 3.8 4.0

Da
ta
 -
 m
od
el

[c
ts

/s
ec

/k
eV

]

Energy [keV]

No line at 3.5 keV
Line at 3.5 keV

FIG. 1: Left: Folded count rate (top) and residuals (bottom) for the MOS spectrum of the central region of M31. Statistical Y-errorbars on the
top plot are smaller than the point size. The line around 3.5 keV is not added, hence the group of positive residuals. Right: zoom onto the line
region.

with such a large exposure requires special analysis (as de-
scribed in [16]). This analysis did not reveal any line-like
residuals in the range 3.45−3.58 keVwith the 2σ upper bound
on the flux being 7× 10−7 cts/cm2/sec. The closest detected
line-like feature (∆χ2 = 4.5) is at 3.67+0.10

−0.05 keV, consistent
with the instrumental Ca Kα line.3

Combined fit of M31 + Perseus. Finally, we have performed
a simultaneous fit of the on-center M31 and Perseus datasets
(MOS), keeping common position of the line (in the rest-
frame) and allowing the line normalizations to be different.
The line improves the fit by ∆χ2 = 25.9 (Table I), which
constitutes a 4.4σ significant detection for 3 d.o.f.

Results and discussion. We identified a spectral feature at
E = 3.518+0.019

−0.022 keV in the combined dataset of M31 and
Perseus that has a statistical significance 4.4σ and does not
coincide with any known line. Next we compare its properties
with the expected behavior of a DM decay line.

3 Previously this line has only been observed in the PN camera [9].

The observed brightness of a decaying DM line should be pro-
portional to the dark matter column density SDM =

∫

ρDMdℓ –
integral along the line of sight of the DM density distribution:

FDM ≈ 2.0× 10−6 cts

cm2 · sec

(

Ωfov

500 arcmin2

)

× (1)
(

SDM

500 M⊙/pc2

)

1029 s

τDM

(

keV

mDM

)

.

M31 and Perseus brightness profiles. Using the line flux
of the center of M31 and the upper limit from the off-center
observations we constrain the spatial profile of the line. The
DM distribution in M31 has been extensively studied (see an
overview in [13]). We take NFW profiles for M31 with con-
centrations c = 11.7 (solid line, [22]) and c = 19 (dash-dotted
line). For each concentration we adjust the normalization so
that it passes through first data point (Fig. 2). The c = 19
profile was chosen to intersect the upper limit, illustrating that
the obtained line fluxes of M31 are fully consistent with the
density profile of M31 (see e.g. [22, 24, 25] for a c = 19− 22
model of M31).

Boyarsky et al 2014
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An unidentified 3.5 keV X-ray line has been reported in stacked 
images of 73 galaxy clusters and in the Andromeda galaxy
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Figure 4: The central region of Fig. 3, M1 = 0.3 . . .100.0 keV, compared with regions excluded
by various X-ray constraints [22, 25, 30, 31], coming from XMM-Newton observations of the Large
Magellanic Cloud (LMC), the Milky Way (MW), and the Andromeda galaxy (M31). SPI marks the
constraints from 5 years of observations of the Milky Way galactic center by the SPI spectrometer on
board the Integral observatory.

dark matter simulations, which have not been carried out with actual non-equilibrium spec-

tra so far. Nevertheless, adopting a simple recipe for estimating the non-equilibrium effects

(cf. Eq. (5.1)), the results of refs. [34, 35] can be re-interpreted as the constraints M1 >∼ 11.6

keV and M1 >∼ 8 keV, respectively (95% CL), at vanishing asymmetry [12]. Very recently

limits stronger by a factor 2–3 have been reported [36]. We return to how the constraints

change in the case of a non-zero lepton asymmetry in Sec. 5. We note, however, that the

most conservative bound, the so-called Tremaine-Gunn bound [52, 53], is much weaker and

reads M1 >∼ 0.3 keV [54], which we have chosen as the lower end of the horizontal axes in

Figs. 4, 6.

In Fig. 5 we show examples of the spectra, for a relatively small mass M1 = 3 keV (like

in Fig. 1), at which point the significant changes caused by the asymmetry can be clearly

identified. The general pattern to be observed in Fig. 5 is that for a small asymmetry, the

distribution function is boosted only at very small momenta. Quantities like the average

momentum ⟨q⟩s then decrease, as can be seen in Fig. 6. For large asymmetry, the resonance

affects all q; the total abundance is strongly enhanced with respect to the case without a

resonance, but the shape of the distribution function is less distorted than at small asymmetry,

so that the average momentum ⟨q⟩s returns back towards the value in the non-resonant case.

Therefore, for any given mass, we can observe a minimal value of ⟨q⟩s in Fig. 6, ⟨q⟩s >∼ 0.3⟨q⟩a.
This minimal value is remarkably independent of M1, but the value of asymmetry at which
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DM density
Lyman-α 
(SDDS)

νMSM

mν = 7.1 keV

sin2(2θ) = 7×10-11
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• DAMA observes more nuclei are “hit” in Summer, fewer in Winter
2-4 keV
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Figure 2: Model-independent residual rate of the single-hit scintillation events, mea-
sured by the new DAMA/LIBRA experiment in the (2 – 4), (2 – 5) and (2 – 6) keV
energy intervals as a function of the time. The residuals measured by DAMA/NaI and
already published in ref. [4, 5] are also shown. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment. The exper-
imental points present the errors as vertical bars and the associated time bin width
as horizontal bars. The superimposed curves represent the cosinusoidal functions be-
haviours A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained by
best fit over the whole data, that is: (0.0215± 0.0026) cpd/kg/keV, (0.0176± 0.0020)
cpd/kg/keV and (0.0129±0.0016) cpd/kg/keV for the (2 – 4) keV, for the (2 – 5) keV
and for the (2 – 6) keV energy intervals, respectively. See text. The dashed vertical
lines correspond to the maximum of the signal (June 2nd), while the dotted vertical
lines correspond to the minimum. The total exposure is 0.82 ton×yr.
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• This is exactly what is expected of 
dark matter WIMPs

Drukier, 
Freese, 
Spergel 

1986

Annual modulation in direct detection

Drukier, Freese, Spergel 1986



DAMA modulation

No systematics or side reaction able to 
account for the measured modulation 
amplitude and to satisfy all the 
peculiarities of the signature 
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Multiple hits events =  
Dark Matter particle “switched off” 

This result offers an additional strong support for the presence of DM particles in the 
galactic halo further excluding any side effect either from hardware or from software 
procedures or from background 

2-6 keV 

Comparison between single hit residual rate (red points) and multiple 
hit residual rate (green points); Clear modulation in the single hit events; 
No modulation in the residual rate of the multiple hit events  
A=-(0.0005±0.0004) cpd/kg/keV 
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Principal mode  
2.737×10-3 d-1 ≈ 1 y-1 

Model$Independent$Annual$Modulation$Result8
DAMA/NaI + DAMA/LIBRA-phase1   Total exposure: 487526 kg×day = 1.33 ton×yr 

The data favor the presence of a modulated behaviour with all the proper 
features for DM particles in the galactic halo at about 9.2σ C.L. 
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DAMA modulation

•  No modulation above 6 keV  
•  No modulation in the whole energy spectrum 
•  No modulation in the 2-6 keV multiple-hit 

events 

R(t) = S0 + Sm cos ω t − t0( )"# $%
hereT=2π/ω=1 yr and t0= 152.5 day 

No systematics or side processes able to 
quantitatively account for the measured modulation 
amplitude and to simultaneously satisfy the many 
peculiarities of the signature are available. 
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“Public?  
  What does it mean?”

Pierluigi Belli at IDM2014



CoGeNT decided to publish energy and time of their events

Independent groups reanalyzed the CoGeNT data

No significant annual modulation found

Conclusions 

� We perform an unbinned, maximum likelihood fit to 
the public CoGeNT data using extensive studies to 
separate bulk and surface events 

� We find a good fit to the data with our background 
model  
� The likelihood gets worse when including a WIMP component 

either as a standard halo or Sagittarius like stream 
� Still to come 

� Try to understand the different conclusions with the likelihood 
analysis performed by Collaboration – (Collar and Fields) 

� Look at more exotic signals (such as axion-like particles 
scattering from electrons) 

� Set upper limits on the cross section 
 

Pulse-shape discrimination of surface/bulk events

Conclusion
✦ An independent analysis of CoGeNT data, 

for a Dark Matter recoil signal.

✦ The large surface event background rises at 
low energy, like a light DM recoil signal.

✦ Uncertainties in this background make a 
statistically-significant claim of DM 
detection difficult.

✦ Marginalising over this uncertainty using 
cubic splines, we find less than one sigma 
evidence for Dark Matter.

✦ The CoGeNT region of interest results 
from a biased analysis, and has no 
statistical meaning.

CoGeNT made their data public

Davis, McCabe, Boehm 1405.0495

Bellis, Collar, Field, Kelso at IDM2014



CoGeNT decided to publish energy and time of their events

Independent groups reanalyzed the CoGeNT data

No significant modulation found
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Conclusions 

� We perform an unbinned, maximum likelihood fit to 
the public CoGeNT data using extensive studies to 
separate bulk and surface events 

� We find a good fit to the data with our background 
model  
� The likelihood gets worse when including a WIMP component 

either as a standard halo or Sagittarius like stream 
� Still to come 

� Try to understand the different conclusions with the likelihood 
analysis performed by Collaboration – (Collar and Fields) 

� Look at more exotic signals (such as axion-like particles 
scattering from electrons) 

� Set upper limits on the cross section 
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Pulse-shape discrimination of surface/bulk events

Conclusion
✦ An independent analysis of CoGeNT data, 

for a Dark Matter recoil signal.

✦ The large surface event background rises at 
low energy, like a light DM recoil signal.

✦ Uncertainties in this background make a 
statistically-significant claim of DM 
detection difficult.

✦ Marginalising over this uncertainty using 
cubic splines, we find less than one sigma 
evidence for Dark Matter.

✦ The CoGeNT region of interest results 
from a biased analysis, and has no 
statistical meaning.

CoGeNT leader

CoGeNT made their data public
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Maximum Likelihood Signal Extraction Method Applied to 3.4 years of CoGeNT Data

C.E. Aalseth,1 P.S. Barbeau,2, ∗ J. Colaresi,3 J.I. Collar,2 J. Diaz Leon,4 J.E. Fast,1 N.E. Fields,2 T.W. Hossbach,1

A. Knecht,4, † M.S. Kos,1, ‡ M.G. Marino,4, § H.S. Miley,1 M.L. Miller,4, ¶ J.L. Orrell,1 and K.M. Yocum3

(CoGeNT Collaboration)
1Pacific Northwest Laboratory, Richland, WA 99352, USA

2Kavli Institute for Cosmological Physics and Enrico Fermi Institute, University of Chicago, Chicago, IL 60637, USA
3CANBERRA Industries, Meriden, CT 06450, USA

4Center for Experimental Nuclear Physics and Astrophysics and Department
of Physics, University of Washington, Seattle, WA 98195, USA

(Dated: January 27, 2014)

CoGeNT has taken data for over 3 years, with 1136 live days of data accumulated as of April
23, 2013. We report on the results of a maximum likelihood analysis to extract any possible dark
matter signal present in the collected data. The maximum likelihood signal extraction uses 2-
dimensional probability density functions (PDFs) to characterize the anticipated variations in dark
matter interaction rates for given observable nuclear recoil energies during differing periods of the
Earth’s annual orbit around the Sun. Cosmogenic and primordial radioactivity backgrounds are
characterized by their energy signatures and in some cases decay half-lives. A third parameterizing
variable – pulse rise-time – is added to the likelihood analysis to characterize slow rising pulses
described in prior analyses. The contribution to each event category is analyzed for various dark
matter signal hypotheses including a dark matter standard halo model and a case with free oscillation
parameters (i.e., amplitude, period, and phase). The best-fit dark matter signal is in close proximity
to previously reported results. When systematic uncertainties in the PDF models are included, the
significance of the extracted dark matter signal remains below the evidentiary (i.e., 3σ) level. These
results show the extracted signal is dependent on the choice of model PDFs, but is otherwise a
viable method for cases when the signal and background distributions are well known.

PACS numbers: 85.30.-z, 95.35.+d

I. INTRODUCTION

The CoGeNT detector has operated stably for over
three years at the Soudan Underground Laboratory.
Prior publications [1–3] have analyzed data from the Co-
GeNT detector testing the collected data for any sig-
nature of dark matter interactions. Those prior re-
sults have shown a preference for an excess of events
above the expected background. If this excess is treated
as a dark matter signal, a best fit is found for a low
mass (∼10 GeV/c2) dark matter particle with large
(∼1042 cm2) interaction cross-section. These results are
based on analyzing the CoGeNT data for both the recoil
nuclear energy spectral signature [1] and separately the
expected temporal variation of the event rate with an an-
nual period and summer to winter phase [2]. In all cases
the statistical significance of these observations are just
beneath evidentiary (i.e., 3σ). While the significance of
the CoGeNT results (and other recent findings [5]) do not

∗ Present address: Department of Physics, Duke University,
Durham, NC 27708, USA

† Present address: Paul Scherrer Institut (PSI), Villigen PSI,
Switzerland

‡ Electronic address: marek.kos@pnnl.gov
§ Present address: Physics Department, Technische Universität
München, Munich, Germany

¶ Present address: Cloudant - West Coast, 209 1/2 1st Ave S,
Seattle, WA 98104

rise to the level of discovery, the possible detection of the
first non-Standard Model particle should not be blithely
ignored nor accepted without irrefutable evidence. Thus
a detailed analysis of the released 3.4 year CoGeNT data
set is pursued. The objective is to use models of the back-
grounds present in the CoGeNT data set – parameterized
by energy and time – to test for a possible dark matter
signal using a fully unbinned maximum likelihood signal
extraction method. The principle underlying this method
is generic and applicable in current and future dark mat-
ter searches, thus a focus on reporting the methodology
is presented in this article. Finally, this maximum likeli-
hood methodology provides a quantifiable way to test for
the effect of systematic uncertainties associated with un-
derstanding of the signal and background distributions.

Of particular interest in this analysis is addressing a
background having a similar energy spectral shape to
that expected from dark matter induced nuclear recoil
interactions (e.g., a falling exponential as a function of
increasing energy). This background is due to energy de-
positions in the high voltage contact surface layers of the
germanium crystal. The surface event pulses on average
have longer rise-time than bulk events [3, 9, 10]. In re-
cent published analysis, the fast and slow pulse rise-time
distributions were shown to be well approximated by log-
normal functions, a model qualitatively justified by the
impact of electronic signal noise on the determination of
individual pulse rise-times [3]. The separation between
fast and slow pulses is very good at higher energies, with

arXiv:1401.6234v1    24 Jan 2014
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Maximum Likelihood Signal Extraction Method Applied to 3.4 years of CoGeNT Data

C.E. Aalseth,1 P.S. Barbeau,2, ∗ J. Colaresi,3 J. Diaz Leon,4 J.E. Fast,1 T.W. Hossbach,1 A. Knecht,4, †
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CoGeNT has taken data for over 3 years, with 1136 live days of data accumulated as of April
23, 2013. We report on the results of a maximum likelihood analysis to extract any possible dark
matter signal present in the collected data. The maximum likelihood signal extraction uses 2-
dimensional probability density functions (PDFs) to characterize the anticipated variations in dark
matter interaction rates for given observable nuclear recoil energies during differing periods of the
Earth’s annual orbit around the Sun. Cosmogenic and primordial radioactivity backgrounds are
characterized by their energy signatures and in some cases decay half-lives. A third parameterizing
variable – pulse rise-time – is added to the likelihood analysis to characterize slow rising pulses
described in prior analyses. The contribution to each event category is analyzed for various dark
matter signal hypotheses including a dark matter standard halo model and a case with free oscillation
parameters (i.e., amplitude, period, and phase). The best-fit dark matter signal is in close proximity
to previously reported results. When systematic uncertainties in the PDF models are included, the
significance of the extracted dark matter signal remains below the evidentiary (i.e., 3σ) level. These
results show the extracted signal is dependent on the choice of model PDFs, but is otherwise a
viable method for cases when the signal and background distributions are well known.
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The CoGeNT detector has operated stably for over
three years at the Soudan Underground Laboratory.
Prior publications [1–3] have analyzed data from the Co-
GeNT detector testing the collected data for any sig-
nature of dark matter interactions. Those prior re-
sults have shown a preference for an excess of events
above the expected background. If this excess is treated
as a dark matter signal, a best fit is found for a low
mass (∼10 GeV/c2) dark matter particle with large
(∼1042 cm2) interaction cross-section. These results are
based on analyzing the CoGeNT data for both the recoil
nuclear energy spectral signature [1] and separately the
expected temporal variation of the event rate with an an-
nual period and summer to winter phase [2]. In all cases
the statistical significance of these observations are just
beneath evidentiary (i.e., 3σ). While the significance of
the CoGeNT results (and other recent findings [5]) do not
rise to the level of discovery, the possible detection of the
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Seattle, WA 98104

first non-Standard Model particle should not be blithely
ignored nor accepted without irrefutable evidence. Thus
a detailed analysis of the released 3.4 year CoGeNT data
set is pursued. The objective is to use models of the back-
grounds present in the CoGeNT data set – parameterized
by energy and time – to test for a possible dark matter
signal using a fully unbinned maximum likelihood signal
extraction method. The principle underlying this method
is generic and applicable in current and future dark mat-
ter searches, thus a focus on reporting the methodology
is presented in this article. Finally, this maximum likeli-
hood methodology provides a quantifiable way to test for
the effect of systematic uncertainties associated with un-
derstanding of the signal and background distributions.
Of particular interest in this analysis is addressing a

background having a similar energy spectral shape to
that expected from dark matter induced nuclear recoil
interactions (e.g., a falling exponential as a function of
increasing energy). This background is due to energy de-
positions in the high voltage contact surface layers of the
germanium crystal. The surface event pulses on average
have longer rise-time than bulk events [3, 9, 10]. In re-
cent published analysis, the fast and slow pulse rise-time
distributions were shown to be well approximated by log-
normal functions, a model qualitatively justified by the
impact of electronic signal noise on the determination of
individual pulse rise-times [3]. The separation between
fast and slow pulses is very good at higher energies, with
the separation becoming worse at lower energies as the
risetime distributions broaden. Figure 1 shows distribu-
tions of the log-normal functions fitted to the data in

arXiv:1401.6234v2    27 Jan 2014
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Aprile et al (XENON100) 2013, Oberlack at IDM2014

Direct WIMP searches (2015)
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FIG. 1. (color online) The rate of CDMS II nuclear-recoil
band events is shown for the 5.0–11.9 keVnr interval (dark
blue), after subtracting the best-fit unmodulated rate, �d,
for each detector. The horizontal bars represent the time
bin extents, the vertical bars show ±1� statistical uncertain-
ties (note that one CDMS II time bin is of extremely short
duration). The CoGeNT rates (assuming a nuclear-recoil en-
ergy scale) and maximum-likelihood modulation model in this
energy range (light orange) are shown for comparison. The
CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than
0.06 [keV

nr

kg day]�1 are excluded at the 99% C.L.
For comparison, a similar analysis was carried out us-

ing the publicly available CoGeNT data [19]. Our analy-
sis of CoGeNT data is consistent with previously pub-
lished analyses [6, 7, 14]. Figure 3 shows the modu-
lated spectrum of both CDMS II and CoGeNT, assum-
ing the phase (106 days) which best fits the CoGeNT
data over the full CoGeNT energy range. Compatibil-
ity between the annual modulation signal of CoGeNT
and the absence of a significant signal in CDMS is de-
termined by a likelihood-ratio test, which involves cal-
culating � ⌘ L

0

/L
1

, where L
0

is the combined max-
imum likelihood of the CoGeNT and CDMS data as-
suming both arise from the same simultaneous best-fit
values of M and �, while L

1

is the product of the maxi-
mum likelihoods when the best-fit values are determined
for each dataset individually. The probability distribu-
tion function of �2 ln� was mapped using simulation,
and agreed with the �2 distribution with two degrees
of freedom, as expected in the asymptotic limit of large
statistics and away from physical boundaries. The simu-
lation found only 82 of the 5⇥103 trials had a likelihood
ratio more extreme than was observed for the two ex-
periments, confirming the asymptotic limit computation
which indicated 98.3% C.L. incompatibility between the
annual-modulation signals of CoGeNT and CDMS for the
5.0–11.9 keV

nr

interval.
We extend this analysis by applying the same method

to CDMS II single-scatter and multiple-scatter events
without applying the ionization-based nuclear-recoil cut.
These samples are both dominated by electron recoils.
Figure 4 shows the confidence intervals for the allowed
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FIG. 2. (color online) Allowed regions for annual modulation
of CoGeNT (light orange) and the CDMS II nuclear-recoil
sample (dark blue), for the 5.0–11.9 keVnr interval. In this
and the following polar plot, a phase of 0 corresponds to Jan-
uary 1st, the phase of a modulation signal predicted by generic
halo models (152.5 days) is highlighted by a dashed line, and
68% (thickest), 95%, and 99% (thinnest) C.L. contours are
shown.
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FIG. 3. (color online) Amplitude of modulation vs. energy,
showing maximum-likelihood fits for both CoGeNT (light or-
ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.
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That which does not kill us 
makes us stronger



Make no assumptions

All particle physics models

All astrophysical models

- Consider all possible interactions between dark matter  
  and standard model particles
- This program has been carried out in some limits 
  (e.g., non-relativistic conditions, heavy mediators)

- Halo-independent methods of analysis have been developed
- Ideally they require no assumption on the astrophysical  
  density and velocity distributions of dark matter particles



All particle physics models

Write down and analyze all possible WIMP 
interactions with ordinary matter



Effective operators

 if mediator mass ≫ exchanged energy

χ χ

O
q,g q,g

Four-particle effective operator

Interference is important although often, but not always, neglected.

There are many possible operators.

Long(ish) distance interactions are not included.



Effective operators: LHC & direct detection

Name Operator Coefficient

D1 χ̄χq̄q mq/M3
∗

D2 χ̄γ5χq̄q imq/M3
∗

D3 χ̄χq̄γ5q imq/M3
∗

D4 χ̄γ5χq̄γ5q mq/M3
∗

D5 χ̄γµχq̄γµq 1/M2
∗

D6 χ̄γµγ5χq̄γµq 1/M2
∗

D7 χ̄γµχq̄γµγ5q 1/M2
∗

D8 χ̄γµγ5χq̄γµγ5q 1/M2
∗

D9 χ̄σµνχq̄σµνq 1/M2
∗

D10 χ̄σµνγ5χq̄σαβq i/M2
∗

D11 χ̄χGµνGµν αs/4M3
∗

D12 χ̄γ5χGµνGµν iαs/4M3
∗

D13 χ̄χGµνG̃µν iαs/4M3
∗

D14 χ̄γ5χGµνG̃µν αs/4M3
∗

Name Operator Coefficient

C1 χ†χq̄q mq/M2
∗

C2 χ†χq̄γ5q imq/M2
∗

C3 χ†∂µχq̄γµq 1/M2
∗

C4 χ†∂µχq̄γµγ5q 1/M2
∗

C5 χ†χGµνGµν αs/4M2
∗

C6 χ†χGµνG̃µν iαs/4M2
∗

R1 χ2q̄q mq/2M2
∗

R2 χ2q̄γ5q imq/2M2
∗

R3 χ2GµνGµν αs/8M2
∗

R4 χ2GµνG̃µν iαs/8M2
∗

TABLE I: Operators coupling WIMPs to SM particles. The operator names beginning with D, C,

R apply to WIMPS that are Dirac fermions, complex scalars or real scalars respectively.

III. COLLIDER CONSTRAINTS

A. Overview

We can constrain M∗ for each operator in the table above by considering the pair pro-

duction of WIMPs at a hadron collider:

pp̄ (pp) → χχ+X. (2)

Since the WIMPs escape undetected, this leads to events with missing transverse energy,

recoiling against additional hadronic radiation present in the reaction.

The most significant Standard Model backgrounds to this process are events where a Z

boson decays into neutrinos, together with the associated production of jets. This back-

ground is irreducible. There are also backgrounds from events where a particle is either

missed or has a mismeasured energy. The most important of these comes from events pro-

7

Table of effective operators relevant for 
the collider/direct detection connection

Goodman, Ibe, Rajaraman, Shepherd, Tait, Yu 2010



Fox, Harnik, Primulando, Yu 2012
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FIG. 6: Razor limits on spin-independent (LH plot) and spin-dependent (RH plot) DM-nucleon

scattering compared to limits from the direct detection experiments. We also include the mono-

jet limits and the combined razor/monojet limits. We show the constraints on spin-independent

scattering from CDMS [2], CoGeNT [36], CRESST [37], DAMA [38], and XENON-100 [3], and

the constraints on spin-dependent scattering from COUPP [39], DAMA [38], PICASSO [40], SIM-

PLE [41], and XENON-10 [42]. We have assumed large systematic uncertainties on the DAMA

quenching factors: q
Na

= 0.3 ± 0.1 for sodium and qI = 0.09 ± 0.03 for iodine [43], which gives

rise to an enlargement of the DAMA allowed regions. All limits are shown at the 90% confidence

level. For DAMA and CoGeNT, we show the 90% and 3� contours based on the fits of [44], and

for CRESST, we show the 1� and 2� contours.

energy required to create a pair of DM is higher.

In addition to the direct detection bounds, we can also convert the collider bounds into a

DM annihilation cross-section, which is relevant to DM relic density calculations and indirect

detection experiments. The annihilation rate is proportional to the quantity h�vreli, where
� is the DM annihilation cross section, v

rel

is the relative velocity of the annihilating DM

and h.i is the average over the DM velocity distribution. The quantity �v
rel

for OV and OA

operators is 5

�V vrel =
1
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5 A comprehensive study of di↵erent types of operators can be found in Ref. [8].

Spin-independent

LHC limits on WIMP-quark and WIMP-gluon 
interactions are competitive with direct searches

Beltran et al,  Agrawal et al., Goodman et al., Bai et al., 2010; Goodman et al., Rajaraman et al. 
Fox et al., 2011; Cheung et al., Fitzptrick et al., March-Russel et al., Fox et al., 2012.......

These bounds do not 
apply to SUSY, etc.

Complete theories contain sums 
of operators (interference) and 
not-so-heavy mediators (Higgs)

Effective operators: LHC & direct detection
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Table 1: The response dark-matter nuclear response functions, their leading order behavior,

and the response type. The notation ⌦ denotes a spherical tensor product, while ⇥ is the

conventional cross product.
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of particles of spin one or less (i.e. at most quadratic in either ~S or ~v). In any Lorentz-invariant

local quantum field theory, CP-violation is equivalent to T-violation, so let us first consider

operators that respect time reversal symmetry. These operators are

1, ~S
�

· ~S
N

, v2, i(~S
�

⇥ ~q) · ~v, i~v · (~S
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· ~q)(~S
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· ~q) (4)
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, ~v? · ~S
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, i~S
�

· (~S
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⇥ ~q).

The operators in the first line of eq. (4) are parity conserving, while those of the second line

are parity violating. In addition, there are T-violating operators:

i~S
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· ~q, i~S
�

· ~q, (5)
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· ~q)(~v? · ~S
�

), (i~S
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· ~q)(~v? · ~S
N

).

In order to determine the interaction of DM particles with the nucleus, the above oper-

ators need to be inserted between nuclear states. Experimentally, the relevant question is

thus what sort of nuclear responses these operators illicit when DM couples to the nucleus.

We find that there are six basic responses corresponding to single-nucleon operators labeled

M
J ;p,n

, ⌃0
J ;p,n

, ⌃00
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, �
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J ;pn
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in our discussion of section 3. Five of these re-

sponses (M
J ;p,n

, ⌃0
J ;p,n

, ⌃00
J ;p,n

, �
J ;p,n

, �00
J ;p,n

) arise in CP conserving interactions (due to the

exchange of spin one or less), and we therefore primarily focus on this smaller set. Although a

certain CP-violating interaction can be viable (see section 6), finding a UV-model which will

result in the response �̃0
J ;pn

seems more challenging. In this paper we provide form factors in

detail for some commonly used elements, however, it is useful to have a heuristic description

for the responses. M is the standard spin-independent response. ⌃0, ⌃00 are the transverse

and longitudinal (with respect to the momentum transfer) components of the nucleon spin

(either p or n). They favor elements with unpaired nucleons. A certain linear combination

of them is the usual spin-dependent coupling. � at zero-momentum transfer measures the

net angular-momentum of a nucleon (either p or n). This response can be an important

contribution to the coupling of DM to elements with unpaired nucleons, occupying an orbital

shell with non-zero angular momentum. Finally, �00, at zero-momentum transfer is related to

(~L · ~S)
n,p

. It favors elements with large, not fully occupied, spin-partner angular-momentum

orbitals (i.e. when orbitals j = ` ± 1

2

are not fully occupied). As all these responses view

nuclei di↵erently, a completely model independent treatment of the experiments requires data

to be considered for each response separately (up to interference e↵ects).

Our paper is organized as follows. In section 2, we describe in detail the e↵ective field

theory, emphasizing the non-relativistic building blocks of operators and their symmetry

properties, and demonstrate that the operators in (4,5) describe the most general low-energy

theory given our assumptions. In section 3, we discuss the relevant nuclear physics, and in

particular we thoroughly analyze the possible nuclear response function in a partial wave

basis, which is the standard formalism for such physics. In section 4, we give an overview of

the various new nuclear responses, with an emphasis on their relative strength at di↵erent

elements. In section 5, we summarize these results in a format that can be easily read o↵ and
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Effective operators: direct detection



Experimental limits on single operators… Schneck et al (SuperCDMS) 2015

Effective operators: direct detection



Combined analysis of short-distance operators Catena, Gondolo 2014
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Figure 5. 2D profile likelihood in the 45 planes spanned by all the independent pairs of e↵ective
couplings considered in this work. For illustrative purposes we have introduced in this figure the new
variables xi ⌘ c

0
im

2
v, with i = 1, 3, . . . , 11. These 2D profile likelihoods have been extracted from an

analysis in which all the datasets with null results were fit simultaneously varying all the e↵ective
couplings and the dark matter mass (together with the nuisance parameters). This figure clearly
shows the absence of strong correlations between the di↵erent e↵ective couplings, except between
c

0
1–c

0
3 and c

0
4–c

0
6 (see text and Figs. 4 and 6).

We exploit the Multinest program to explore the multidimensional parameter space of
the dark matter-nucleon e↵ective theory by simultaneously varying the 11 model parameters
and the 4 additional nuisance parameters listed in Tab. 2. Our analysis is based on about 3
million likelihood evaluations.

Fig. 5 shows the 2D profile likelihoods in the planes c

0
i vs c

0
j (with i, j = 1, 3, . . . , 11

and i 6= j), obtained by profiling out all parameters but c0i and c

0
j . There are 45 independent
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Table 1. List of the 10 non-relativistic operators defining the e↵ective theory of the dark matter-
nucleon interaction studied in this paper. The operators Oi are the same as in Ref. [32].

interactions. Equivalently, cpi = (c0i + c

1
i )/2 and c

n
i = (c0i � c

1
i )/2 are the coupling constants

for protons and neutrons, respectively. In this paper we restrict our analysis to isoscalar
interactions (often but improperly called “isospin-conserving” interactions), i.e., we set c1i = 0
(see Ref. [38] for an analysis of isovector couplings). The interaction Hamiltonian used
to calculate the cross section for dark matter scattering on nucleons bound in a detector
nucleus is obtained from Eq. (2.1) by replacing the point-like charge and spin operators
with the corresponding extended nuclear charge and spin-current densities, as for instance
in Eq. 27 of Ref. [32]. In this case the relative �-nucleon transverse velocity operator ~v?�N is

conveniently rewritten as ~v?�N = ~v

?
�T � ~v

?
NT [30], where the first term ~v

?
�T is the �-nucleus

transverse velocity operator (with matrix element equal to ~v�T � ~q/2µT , where ~v�T is the
initial �-nucleus relative velocity and µT is the �-nucleus reduced mass), and the second term
~v

?
NT is the transverse relative velocity of the nucleon N with respect to the nucleus center of
mass [30]. To simplify the notation and connect it to the usual notation in analyses of dark
matter experiments, we write ~v without index for the relative �-nucleus velocity ~v�T .

The di↵erential cross section for dark matter scattering on a target nucleus of mass mT

is given by
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where |MNR|2 denotes the square modulus of the non-relativistic scattering amplitude MNR

(related to the usual invariant amplitude M by M = 4m2
TMNR), and j� and jN are the

dark matter and nucleus spins, respectively. When averaged over initial spins and summed
over final spins, |MNR|2 gives a quantity Ptot proportional to the total transition probability,
which can be expressed as a combination of nuclear and dark matter response functions. In
the most general case it takes the following form
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Figure 4. 95% CL profile-likelihood upper limits on the coupling constants c0i (i = 1, 3, . . . , 11) that
can in principle exhibit correlations, for the LUX experiment and a dark matter particle massm� = 10
TeV. There is negligible correlation between c

0
4 and c

0
5 and between c

0
8 and c

0
9, positive correlation

between c

0
1 and c

0
3, and negative correlation between c

0
4 and c

0
6.

for a given experiment at a given m� and ⌘ are ellipses in the c0i –c
0
j plane. These ellipses can

be obtained without random sampling in parameter space by writing

aii(c
0
i )

2 + 2aijc
0
i c

0
j + ajj(c

0
j )

2 = µSconst, (5.4)

where µSconst is the desired value of µS (e.g., its upper limit) and the coe�cients aii, aij ,
and ajj are obtained using Eqs. (2.3), (2.5), (4.1), (4.2), and (B.1). The relative size of these
coe�cients, and thus the shape of the ellipses, is essentially fixed by the nuclear structure
functions W . The correlation coe�cient rij for the pair of variables c0i and c

0
j follows as

rij = � aijp
aiiajj

. (5.5)

Fig. 4 shows the ellipses (5.4) for LUX at m� = 10 TeV, with µSconst corresponding to the
LUX upper limit. We see that out of the four possible cases, two exhibit negligible correlations
(with r45 = �0.027 and r89 = 0.054), one has positive correlation (c01 and c

0
3 with r13 = 0.90)

and one has negative correlation (c04 and c

0
6 with r46 = �0.64). These correlations survive

when all experiments are included in the profile likelihood analysis, as seen next.
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Figure 5. 2D profile likelihood in the 45 planes spanned by all the independent pairs of e↵ective
couplings considered in this work. For illustrative purposes we have introduced in this figure the new
variables xi ⌘ c

0
im

2
v, with i = 1, 3, . . . , 11. These 2D profile likelihoods have been extracted from an

analysis in which all the datasets with null results were fit simultaneously varying all the e↵ective
couplings and the dark matter mass (together with the nuisance parameters). This figure clearly
shows the absence of strong correlations between the di↵erent e↵ective couplings, except between
c

0
1–c

0
3 and c

0
4–c

0
6 (see text and Figs. 4 and 6).

We exploit the Multinest program to explore the multidimensional parameter space of
the dark matter-nucleon e↵ective theory by simultaneously varying the 11 model parameters
and the 4 additional nuisance parameters listed in Tab. 2. Our analysis is based on about 3
million likelihood evaluations.

Fig. 5 shows the 2D profile likelihoods in the planes c

0
i vs c

0
j (with i, j = 1, 3, . . . , 11

and i 6= j), obtained by profiling out all parameters but c0i and c

0
j . There are 45 independent
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Table 1. List of the 10 non-relativistic operators defining the e↵ective theory of the dark matter-
nucleon interaction studied in this paper. The operators Oi are the same as in Ref. [32].

interactions. Equivalently, cpi = (c0i + c

1
i )/2 and c

n
i = (c0i � c

1
i )/2 are the coupling constants

for protons and neutrons, respectively. In this paper we restrict our analysis to isoscalar
interactions (often but improperly called “isospin-conserving” interactions), i.e., we set c1i = 0
(see Ref. [38] for an analysis of isovector couplings). The interaction Hamiltonian used
to calculate the cross section for dark matter scattering on nucleons bound in a detector
nucleus is obtained from Eq. (2.1) by replacing the point-like charge and spin operators
with the corresponding extended nuclear charge and spin-current densities, as for instance
in Eq. 27 of Ref. [32]. In this case the relative �-nucleon transverse velocity operator ~v?�N is

conveniently rewritten as ~v?�N = ~v

?
�T � ~v

?
NT [30], where the first term ~v

?
�T is the �-nucleus

transverse velocity operator (with matrix element equal to ~v�T � ~q/2µT , where ~v�T is the
initial �-nucleus relative velocity and µT is the �-nucleus reduced mass), and the second term
~v

?
NT is the transverse relative velocity of the nucleon N with respect to the nucleus center of
mass [30]. To simplify the notation and connect it to the usual notation in analyses of dark
matter experiments, we write ~v without index for the relative �-nucleus velocity ~v�T .

The di↵erential cross section for dark matter scattering on a target nucleus of mass mT

is given by
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where |MNR|2 denotes the square modulus of the non-relativistic scattering amplitude MNR

(related to the usual invariant amplitude M by M = 4m2
TMNR), and j� and jN are the

dark matter and nucleus spins, respectively. When averaged over initial spins and summed
over final spins, |MNR|2 gives a quantity Ptot proportional to the total transition probability,
which can be expressed as a combination of nuclear and dark matter response functions. In
the most general case it takes the following form
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Figure 4. 95% CL profile-likelihood upper limits on the coupling constants c0i (i = 1, 3, . . . , 11) that
can in principle exhibit correlations, for the LUX experiment and a dark matter particle massm� = 10
TeV. There is negligible correlation between c

0
4 and c

0
5 and between c

0
8 and c

0
9, positive correlation

between c

0
1 and c

0
3, and negative correlation between c

0
4 and c

0
6.

for a given experiment at a given m� and ⌘ are ellipses in the c0i –c
0
j plane. These ellipses can

be obtained without random sampling in parameter space by writing

aii(c
0
i )

2 + 2aijc
0
i c

0
j + ajj(c

0
j )

2 = µSconst, (5.4)

where µSconst is the desired value of µS (e.g., its upper limit) and the coe�cients aii, aij ,
and ajj are obtained using Eqs. (2.3), (2.5), (4.1), (4.2), and (B.1). The relative size of these
coe�cients, and thus the shape of the ellipses, is essentially fixed by the nuclear structure
functions W . The correlation coe�cient rij for the pair of variables c0i and c

0
j follows as

rij = � aijp
aiiajj

. (5.5)

Fig. 4 shows the ellipses (5.4) for LUX at m� = 10 TeV, with µSconst corresponding to the
LUX upper limit. We see that out of the four possible cases, two exhibit negligible correlations
(with r45 = �0.027 and r89 = 0.054), one has positive correlation (c01 and c

0
3 with r13 = 0.90)

and one has negative correlation (c04 and c

0
6 with r46 = �0.64). These correlations survive

when all experiments are included in the profile likelihood analysis, as seen next.
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Figure 6. Color scale: 2D profile likelihood in the c

0
1–c

0
3 plane from a global analysis of all datasets

with null results (enlargement of the top-left panel in Fig. 5). Black line: log-log graph of the ellipse
in Fig. 4, representing the 95% CL upper limit from LUX at m� = 10 TeV. The positive correlation
between c

0
1 vs c03 is embodied in the feature that protrudes at the corner of the dark region following

the black line.

pairs of the 10 coupling constants c

0
i , leading to the 45 panels in Fig. 5. In spite of the

repetitiveness of these plots, this figure contains a very important result: as shown by the
absence of preferred directions in the 2D profile likelihoods, there are no evident correlations
induced by the data between most pairs of the 10 couplings c0i (except for c

0
1–c

0
3 and c

0
4–c

0
6), as

expected from the semi-analytic considerations at the beginning of this section. Using the 2D
marginal posterior PDFs in place of the profile likelihoods leads to an identical conclusion.
The correlation between c

0
1 and c

0
3 is evidenced by the small “spur” protruding from the

corner of the dark region in the top-left panel in Fig. 5, which is enlarged in Fig. 6 . To
wit, the black line in Fig. 6 is the graph of an ellipse in a log-log plane, namely the LUX
upper-limit ellipse in Fig. 4 (top-left). The boundary of the dark region follows the black line
in Fig. 6, and is itself an ellipse in the c

0
1–c

0
3 plane. The correlation between c

0
4 and c

0
6 is not

visible in Fig. 5 because the Multinest analysis is restricted to positive values of the c

0
i . It is

comforting that the semi-analytic considerations at the beginning of this section and the full
Multinest analysis give the same correlation pattern for the c

0
i ’s.

An interesting and important result is summarized in Fig. 7, which shows the 2D
marginal PDFs and the 2D profile likelihoods from our global analysis of the direct detection
data in Sec. 4 (except DAMA and CoGeNT). In this figure we can recognize all the e↵ects
discussed in detail in the case of the LUX experiment in Fig. 1: the 2D marginal posterior
PDFs peak at low masses because of volume e↵ects, whereas the 2D profile likelihoods are
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Tuesday, June 24, 2014

Conclusions

• The latest constraints on the local dark matter density give:

• Comparing these with the rotation curve implies a near-spherical MW 
halo at ~8kpc, little dark disc, and a quiescent merger history. 

• We have searched for stars accreted along with the dark disc, finding 
none so far; this supports the “quiescent MW” scenario.

• Gaia will move us into the realm of truly precise measurements of the 
Local Dark Matter Density.

�dm = 0.33+0.26
�0.075 GeV cm�3 �dm = 0.25± 0.09GeV cm�3

[volume complete; G12*;R14] [SDSS; Z13]

Garbari et al. 2012; Zhang et al. 2013; Read 2014; Ruchti, Read et al. 2014, submitted
Tuesday, June 24, 2014

The dark matter density near the Solar System 
is known reasonably well



Cosmological N-Body 
simulations including 
baryons are challenging 
but underway

We know very little about 
the dark matter velocity 
distribution near the Sun 

Phase-space structure in the local dark matter distribution 3

for all six halos with about 200 million particles within R200. Fur-
ther details of the halos and their characteristics can be found in
Springel et al. (2008).

In the following analysis we will often compare the six level-2
resolution halos, Aq-A-2 to Aq-F-2. To facilitate this comparison,
we scale the halos in mass and radius by the constant required to
give each a maximum circular velocity of Vmax = 208.49 km/s,
the value for Aq-A-2. We will also sometimes refer to a coordi-
nate system that is aligned with the principal axes of the inner halo,
and which labels particles by an ellipsoidal radius rell defined as
the semi-major axis length of the ellipsoidal equidensity surface on
which the particle sits. We determine the orientation and shape of
these ellipsoids as follows. For each halo we begin by diagonal-
ising the moment of inertia tensor of the dark matter within the
spherical shell 6 kpc < r < 12 kpc (after scaling to a com-
mon Vmax). This gives us a first estimate of the orientation and
shape of the best fitting ellipsoid. We then reselect particles with
6 kpc < rell < 12 kpc, recalculate the moment of inertia tensor
and repeat until convergence. The resulting ellipsoids have minor-
to-major axis ratios which vary from 0.39 for Aq-B-2 to 0.59 for
Aq-D-2. The radius restriction reflects our desire to probe the dark
matter distribution near the Sun.

3 SPATIAL DISTRIBUTIONS

The density of DM particles at the Earth determines the flux of
DM particles passing through laboratory detectors. It is important,
therefore, to determine not only the mean value of the DM density
8 kpc from the Galactic Centre, but also the fluctuations around this
mean which may result from small-scale structure.

We estimate the local DM distribution at each point in our
simulations using an SPH smoothing kernel adapted to the 64
nearest neighbours. We then fit a power law to the resulting dis-
tribution of ln ρ against ln rell over the ellipsoidal radius range
6 kpc < rell < 12 kpc. This defines a smooth model density
field ρmodel(rell). We then construct a density probability distribu-
tion function (DPDF) as the histogram of ρ/ρmodel for all particles
in 6 kpc < rell < 12 kpc, where each is weighted by ρ−1 so that
the resulting distribution refers to random points within our ellip-
soidal shell rather than to random mass elements. We normalise the
resulting DPDFs to have unit integral. They then provide a prob-
ability distribution for the local dark matter density at a random
point in units of that predicted by the best fitting smooth ellipsoidal
model.

In Fig. 1 we show the DPDFs measured in this way for all
resimulations of Aq-A (top panel) and for all level-2 halos after
scaling to a common Vmax (bottom panel). Two distinct compo-
nents are evident in both plots. One is smoothly and log-normally
distributed around ρ = ρmodel, the other is a power-law tail to high
densities which contains less than 10−4 of all points. The power-
law tail is not present in the lower resolution halos (Aq-A-3, Aq-
A-4, Aq-A-5) because they are unable to resolve subhalos in these
inner regions. However, Aq-A-2 and Aq-A-1 give quite similar re-
sults, suggesting that resolution level 2 is sufficient to get a reason-
able estimate of the overall level of the tail. A comparison of the six
level 2 simulations then demonstrates that this tail has similar shape
in different halos, but a normalisation which can vary by a factor
of several. In none of our halos does the fraction of the distribu-
tion in this tail rise above 5× 10−5. Furthermore, the arguments of
Springel et al (2008) suggest that the total mass fraction in the in-
ner halo (and thus also the total volume fraction) in subhalos below
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Figure 2. Top four panels: Velocity distributions in a 2 kpc box at the Solar
Circle for halo Aq-A-1. v1, v2 and v3 are the velocity components parallel
to the major, intermediate and minor axes of the velocity ellipsoid; v is the
modulus of the velocity vector. Red lines show the histograms measured
directly from the simulation, while black dashed lines show a multivari-
ate Gaussian model fit to the individual component distributions. Residuals
from this model are shown in the upper part of each panel. The major axis
velocity distribution is clearly platykurtic, whereas the other two distribu-
tions are leptokurtic. All three are very smooth, showing no evidence for
spikes due to individual streams. In contrast, the distribution of the velocity
modulus, shown in the upper left panel, shows broad bumps and dips with
amplitudes of up to ten percent of the distribution maximum. Lower panel:
Velocity modulus distributions for all 2 kpc boxes centred between 7 and
9 kpc from the centre of Aq-A-1. At each velocity a thick red line gives the
median of all the measured distributions, while a dashed black line gives
the median of all the fitted multivariate Gaussians. The dark and light blue
contours enclose 68% and 95% of all the measured distributions at each ve-
locity. The bumps seen in the distribution for a single box are clearly present
with similar amplitude in all boxes, and so also in the median curve. The
bin size is 5 km/s in all plots.

NO BARYONS!!!!

Maxwellian

Vogelsberger et al 2009

Median
68% 95%

Astrophysics model: velocity distribution

orbit
Pal 5

trailing tail

leading tail

Odenkirchen et al 2002 (SDSS)

SDSS, 2MASS, SEGUE,…….

Streams of stars have been 
observed in the galactic halo
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FIG. 3. Small gray dots are all veto-anticoincident single-
scatter events within the ionization-partition fiducial volume
that pass the data-quality selection criteria. Large encircled
shapes are the 11 candidate events. Overlapping shaded re-
gions (from light to dark) are the 95% confidence contours ex-
pected for 5, 7, 10 and 15 GeV/c2 WIMPs, after application
of all selection criteria. The three highest-energy events occur
on detector T5Z3, which has a shorted ionization guard. The
band of events above the expected signal contours corresponds
to bulk electron recoils, including the 1.3 keV activation line
at a total phonon energy of ⇠3 keV. High-radius events near
the detector sidewalls form the wide band of events with near-
zero ionization energy. For illustrative purposes, an approxi-
mate nuclear-recoil energy scale is provided.

a WIMP-nucleon scattering interpretation of the excess
reported by CoGeNT, which also uses a germanium tar-
get. Similar tension exists with WIMP interpretations
of several other experiments, including CDMS II (Si),
assuming spin-independent interactions and a standard
halo model. New regions of WIMP-nucleon scattering
for WIMP masses below 6 GeV/c2 are excluded.

The SuperCDMS collaboration gratefully acknowl-
edges the contributions of numerous engineers and tech-
nicians. In addition, we gratefully acknowledge assis-
tance from the sta↵ of the Soudan Underground Lab-
oratory and the Minnesota Department of Natural Re-
sources. The iZIP detectors were fabricated in the Stan-
ford Nanofabrication Facility, which is a member of the
National Nanofabrication Infrastructure Network. This
work is supported in part by the National Science Foun-
dation, by the United States Department of Energy, by
NSERC Canada, and by MultiDark (Spanish MINECO).
Fermilab is operated by the Fermi Research Alliance,
LLC under Contract No. De-AC02-07CH11359. SLAC is
operated under Contract No. DE-AC02-76SF00515 with
the United States Department of Energy.

FIG. 4. The 90% confidence upper limit (solid black) based on
all observed events is shown with 95% C.L. systematic uncer-
tainty band (gray). The pre-unblinding expected sensitivity
in the absence of a signal is shown as 68% (dark green) and
95% (light green) C.L. bands. The disagreement between the
limit and sensitivity at high WIMP mass is due to the events
in T5Z3. Closed contours shown are CDMS II Si [3] (dotted
blue, 90% C.L.), CoGeNT [4] (yellow, 90% C.L.), CRESST-II
[5] (dashed pink, 95% C.L.), and DAMA/LIBRA [34] (dash-
dotted tan, 90% C.L.). 90% C.L. exclusion limits shown are
CDMS II Ge [22] (dotted dark red), CDMS II Ge low-threshold
[17] (dashed-dotted red), CDMSlite [20] (solid dark red), LUX
[35] (solid green), XENON10 S2-only [19, 36] (dashed dark
green), and EDELWEISS low-threshold [18] (dashed orange).
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Astrophysics-independent approach

vmin

η

Fox, Liu, Wiener 2011; Gondolo, Gelmini 2012; Del Nobile, Gelmini, Gondolo, Huh 2013-14

Claimed signal
Upper bound

⌘̃(vmin) = ��p
⇢�

m�

Z 1

vmin

f(v)
v

d3v

Rescaled astrophysics factor 
common to all experiments

Minimum WIMP speed  
to impart recoil energy ER



R =

Z 1

0
dvR(v) ⌘̃(v)

Astrophysics-independent approach

Response function

• Every experiment is sensitive to a “window in velocity space.”

Measured rate Rescaled astrophysics factor

• The measured rate is a “weighted average” of the astrophysical factor.

Gondolo Gelmini 2012
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Figure 1: Response functions v�r
min
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) with arbitrary normalization
for several detected energy intervals and detectors for SI interactions (gray
dashed line) and for MDM.

XENON10. We take the data from Ref. [6] and use only S2 without
S1/S2 discrimination. The exposure is 1.2 kg ⇥ 12.5 days. We con-
sider the 32 events within the 1.4 keV–10 keV acceptance box in the
Phys. Rev. Lett. article (not the arXiv preprint, which had an S2 window
cut). We take a conservative acceptance of 0.94. For the energy resolution,
we convert the quoted energies into number of electrons ne = EQy(E), with
Qy(E) as in Eq. 1 of [6] with k = 0.11, and use the Poisson fluctuation
formula in Eq. (15) of [66].

In Fig. 1 we illustrate the e↵ect of various choices of r on the response
function v�r

min

R
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) for MDM for several energy bins and experiments:
the first energy bin of DAMA/LIBRA [1], 2 to 2.5 keVee, the 7 to 9 keV
CoGeNT-II used for the Si data [5] and the first, 0.43 to 1.11 keVee, and
last, 2.49 to 3.18 keVee, of CoGeNT [2, 3]. We also include RSI
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for the standard SI interaction (gray dashed line) for a comparison. The

15

m=9 GeVm=9 GeV



Spin-independent isoscalar interactions

Still depends on 
particle model

Halo modifications 
alone cannot save 
the SI signal regions 
from the Xe and Ge 
bounds

Astrophysics-independent 
approach

��A = A2��pµ2
�A/µ2

�p

Del Nobile, Gelmini, Gondolo, Huh 2014

CDMS-Si event rate is similar 
to yearly modulated rates
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In the next episodes



In the next episodes..... Revenge

DAMA/LIBRA$phase2$?$running8

Mean value:  
 7.5%(0.6% RMS) 
 6.7%(0.5% RMS)  

Previous PMTs:  5.5-7.5 ph.e./keV 
New PMTs:  up to 10 ph.e./keV  

Quantum$Efficiency$features8

The light responses 
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Residual$
Contamination8

JINST 7(2012)03009 

•  To study the nature of  the particles and features of  
related astrophysical, nuclear and particle physics 
aspects, and to investigate second order effects 

•  Special data taking for other rare processes 

σ/E @ 59.5 keV for each detector with new PMTs 
with higher quantum efficiency (blu points) and 
with previous PMT EMI-Electron Tube (red points). 
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DAMA/LIBRA$phase2$?$running8
Second upgrade on end of 2010:  
all PMTs replaced with new ones of higher Q.E. 

JINST 7(2012)03009 
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Current Status and Future Goals

Spin-independent sensitivity

Measurement 
of coherent 
� scattering

  XENON100  

XENON1T

XENONnT

 Darwin 

SuperCDMS, XENON1T, XENONnT, Darwin, ........

In the next episodes..... Giant detectors



M.Sapinski, ICRC05, Pune 2

HEP community + NASA + many contractors

16 countries, 56 institutions

In the next episodes..... Precision cosmic rays
AMS (Alpha Magnetic Spectrometer)

AMS-02 can measure isotopic ratios to ~1% 
precision up to Fe and ~100 GeV/nucleon, 
and much better at lower energies.

p

e- e+

He Li C



In the next episodes..... WIMP astronomy

•Directional direct detection
- measure direction of nuclear recoil

• Several R&D efforts
- DRIFT
- Dark Matter TPC
- NEWAGE
- MIMAC
- D3
- Emulsion Dark Matter Search
- Columnar recombination

Only ~10 events needed to confirm extraterrestrial signal
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In the next episodes..... WIMP astronomy

Aberration of WIMPs

Bradley 1725

Aberration
Parallax

May

May

December

20 arcsec

10 degrees

Photon arrival 
direction

WIMP arrival 
direction

Bozorgnia, Gelmini, Gondolo 2012

γ Draconis



Synopsis

• Fifty shades of dark
- There is evidence for nonbaryonic cold dark matter.
- There are many candidates for nonbaryonic dark matter particles.  

• The forbidden fruit
- WIMP interaction rates in direct searches are very small.
- No bananas in the lab.  

• Confusion of the mind
- Some experiments claim dark matter detection while others exclude it.  

• That which does not kill us makes us stronger
- Move to consider all possible WIMP-SM currents.

- Do not assume any specific dark halo model.


