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• optical telescopes located in the light pool of a Cherenkov shower 

• background discrimination (1 gamma-ray candidate every 1000 recorded 
events)
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done fast. Depending on the experiments, di↵erent techniques are used (ADC flashes, analog
memories), and the actual integration of the signal is of order 10 ns at best. Another way
to suppress NSB is to use a triggering strategy that favors signals that are clustered, as the
NSB is expected to be fairly constant over the field of view of the cameras.

FIG. 2: Three simulated image of a �-ray shower, obtained with di↵erent integration times: from
left to right 100µs, 1µs and 10 ns (courtesy K. Bernlöhr).

Other types of background are mainly suppressed during the o✏ine analysis. First, one
has to get rid of the images of cosmic ray induced showers. This is handled by the capability
of the telescopes to imaging the atmospheric event. Because heavy cosmic rays induce
irregular showers, their images can be rejected during data analysis. In Fig. 3, di↵erent
images obtained in the focal plane of a telescope are displayed. In this figure, the left panel
shows an image of a hadronic shower, the central panel is the image of a single muon ring
(from a hadronic shower that is outside the telescope field of view), and the right panel is the
image of a �-like event. The o✏ine analysis tools are designed to reject the two first ones,
and keep the last one, based on the topology of the image. To get an idea of the rejection
power of the analysis, for a typical bright source, 10 h of observation yield 107 recorded
events, out of which 104 are actual �-rays. After the topology-based analysis procedure,
105 events are selected, dubbed �-like events. At this point of the analysis, electrons and
positrons cosmic rays are still present in the sample.

FIG. 3: Simulated images of atmospheric events induced from cosmic particles, as observed in the
focal plane of a Cherenkov telescope. From left to right: hadronic shower, isolated muon, �-like
event (courtesy J. Hinton).
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Other types of background are mainly suppressed during the o✏ine analysis. First, one
has to get rid of the images of cosmic ray induced showers. This is handled by the capability
of the telescopes to imaging the atmospheric event. Because heavy cosmic rays induce
irregular showers, their images can be rejected during data analysis. In Fig. 3, di↵erent
images obtained in the focal plane of a telescope are displayed. In this figure, the left panel
shows an image of a hadronic shower, the central panel is the image of a single muon ring
(from a hadronic shower that is outside the telescope field of view), and the right panel is the
image of a �-like event. The o✏ine analysis tools are designed to reject the two first ones,
and keep the last one, based on the topology of the image. To get an idea of the rejection
power of the analysis, for a typical bright source, 10 h of observation yield 107 recorded
events, out of which 104 are actual �-rays. After the topology-based analysis procedure,
105 events are selected, dubbed �-like events. At this point of the analysis, electrons and
positrons cosmic rays are still present in the sample.

FIG. 3: Simulated images of atmospheric events induced from cosmic particles, as observed in the
focal plane of a Cherenkov telescope. From left to right: hadronic shower, isolated muon, �-like
event (courtesy J. Hinton).

Brun, AIP Conf. Proc. 1446 (2010)

http://spie.org/x48508.xml


The Cherenkov Telescope Array (CTA)
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• up to 100 hundreds telescope of 3 sizes to cover energy range from 20 GeV 
to 300 TeV 

• an open observatory with 2 sites for whole sky coverage 

• negotiation has started with candidate host countries: Aar (Namibia) or 
Cerro Armazones (Chile) for Southern site and La Palma (Spain) or San 
Pedro Martir (Mexico) for Northern site
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Searching for Dark Matter (DM) with CTA
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thermal cross-section (3✕10-26 
cm2s-1) to reproduce Planck DM 
relic density 3

precision measurements [47], B-physics observables [48–
52], the Higgs mass [6, 7], and constraints on the WIMP-
nucleon scattering cross-section by XENON-100 [26] and
LUX [27]. In addition, we assume a scenario with a single
dark matter component that is produced thermally in the
early Universe, by including the measured relic density
according to the Planck results [53]. For the relic density
and h�vi computation, we take the SE into account by
creating a grid of the enhancement in the M

2

-µ plane us-
ing the Hryczuk et al. computation method implemented
in DarkSE [20, 21]. For the priors of the parameters, we
adopted both standard and ‘improved’ log priors (S-log
and I-log, respectively) defined in Refs. [8, 9]. In the
case of the I-log priors, we e↵ectively assume that the
parameters are associated with a common scale (moti-
vated by a common underlying supersymmetry breaking
mechanism). In the following, we show results for the
I-log priors only, but note that those obtained with S-log
priors are very similar, since the data, in particular the
relic density constraint and the Higgs mass, turns out to
be very constraining.

For the numerical analysis, we use the SuperBayeS
code [54], which uses the nested sampling algorithm
implemented in Multinest [55], and integrates Soft-
Susy [56], SusyBSG [57], SuperIso [58], DarkSusy [59],
MicrOMEGAs [60], and DarkSE [20] for the computa-
tion of the experimental observable. For a more detailed
explanation of the Bayesian analysis relevant for the re-
sults in this paper, we refer the reader to Ref. [9].

III. RESULTS OF THE SCAN

In Fig. 1, we show two-dimensional contours that rep-
resent 68% and 95% credible regions of the most rele-
vant parameters for CTA: the dark matter neutralino
mass and annihilation cross-section. The posterior has
two peaks in the mass distribution. The largest peak lo-
cates around 1 TeV, where the neutralino mostly con-
sists of higgsino. There is a weaker peak around 3
TeV, where it is mostly wino. The wino dark mat-
ter features significantly larger annihilation cross-section
around 10�24 cm3 s�1 due to SE correction. Since the
SE is a non-relativistic e↵ect causing the distortion of the
wave functions, it is more e�cient for heavier particles.
We note that these two regions correspond to those found
in Ref. [9] with a seven-parameter MSSM study. In fact,
the most probable regions in the posterior distributions
for the mass of the lightest particles (the neutralino) are
only mildly changed compared to [9]. This shows the
robustness of the procedure against the number of pa-
rameters.

Figure 1 also shows, as points, regions in the parameter
space that reproduce all experimental observables within
2�. We remind that the posterior probability distribu-
tion function (PDF) shows relative probabilities within a
model, given the experimental data, under the hypothesis
that the model is correct. The 68% and 95% credibility

FIG. 1. The contours represent 68% and 95% posterior proba-
bility credible regions. Colored points reproduce all the exper-
imental observables within 2�. The cyan diamond represent
the pure higgsino case [13, 21], and the blue triangle the pure
wino case [61]. The color-coding indicates the branching frac-
tion into W+W� final states. The green lines show the sen-
sitivity of CTA as derived in Ref. [43] (assuming 1% system-
atics), while the purple lines the HESS limits [62], adopting
an Einasto (solid), a contracted NFW (dotted), and a shallow
NFW (dashed) profiles, all for the Galactic center. The brown
dotted line shows the preliminary Fermi-LAT limit from the
analysis of the dwarf spheroidal galaxies [63].

regions show that it is much more likely to find neutrali-
nos with a mass of ⇠1 TeV and ⇠3 TeV, however, these
contours not necessarily cover all the regions that respect
the experimental observables. The scattered points out-
side the contours show regions that require more tuning
to reproduce the experimental observables and, therefore,
their integrated probability is small. These less probable
regions, with dark matter between 1 TeV and 3 TeV,
correspond to wino-higgsino and wino-bino neutralinos.

An additional region around hundreds GeV, corre-
sponding to bino-like neutralino, is not show in the figure.
Unlike higgsinos and winos, bino neutralinos can not self-
annihilate, therefore, a specific mass relation with other
mass eigenstate is required to have an e�cient enough
annihilation to reproduce the correct relic density. For
example, a bino quasi-degenerate with the stau, or a bino
mass equal to half of the lightest Higgs or pseudo-scalar
mass. On the other hand, as we mention above, unless
we are in the maximal mixing scenario (which is also sub-
ject to certain tuning, see Ref. [66]) the Higgs mass mea-
surement tend to push the spectrum to higher masses.
For few hundreds GeV neutralinos, a fine-tuning is nec-
essary to reproduce the Higgs mass and the relic density.
Therefore, this region has small statistical weight and is
not well explored in our scan. For this reason we show

Cabrera et al.,  
arXiv:1503.00599
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Figure 1: Various gamma-ray spectra expected from DM annihilation, all normalized to N(x > 0.1) =
1. Spectra from secondary particles (gray band) are hardly distinguishable. Pronounced peaks near the
kinematical endpoint can have different origins, but detectors with very good energy resolutions ∆E/E may
be needed to discriminate amongst them in the (typical) situation of limited statistics. See text for more
details about these spectra.

2.1. Lines
The direct annihilation of DM pairs into γX – where X = γ, Z,H or some new neu-

tral state – leads to monochromatic gamma rays with Eγ = mχ

[

1 − m2X/4m
2
χ

]

, providing
a striking signature which is essentially impossible to mimic by astrophysical contri-
butions [51]. Unfortunately, these processes are loop-suppressed with O(α2em) and thus
usually subdominant, i.e. not actually visible against the continuous (both astrophysical
and DM induced) background when taking into account realistic detector resolutions;
however, examples of particularly strong line signals exist [32, 33, 52–56]. A space-
based detector with resolution ∆E/E = 0.1 (0.01) could, e.g., start to discriminate be-
tween γγ and γZ lines for DM masses of roughly mχ ! 150GeV (mχ ! 400GeV) if at
least one of the lines has a statistical significance of" 5σ [57]. This would, in principle,
open the fascinating possibility of doing ‘DM spectroscopy’ (see also Section 5).

2.2. Internal bremsstrahlung (IB)
Whenever DM annihilates into charged particles, additional final state photons ap-

pear at O(αem) that generically dominate the spectrum at high energies. One may dis-
tinguish between final state radiation (FSR) and virtual internal bremsstrahlung (VIB)
in a gauge-invariant way [58], where the latter can very loosely be associated to pho-
tons radiated from charged virtual particles. FSR is dominated by collinear photons,
thus most pronounced for light final state particles, mf ≪ mχ, and produces a model-
independent spectrum with a sharp cut-off at Eγ = mχ [59, 60]; a typical example for a

5

curved continuum with the 
possibility of features (bumps 
and lines)

Bringmann and Weniger, Phys. Dark Univ. (2012)

Cabrera et al.,  
arXiv:1503.00599
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curved continuum with the 
possibility of features (bumps 
and lines)

Bringmann and Weniger, Phys. Dark Univ. (2012)

Cabrera et al.,  
arXiv:1503.00599

• need to be constrained with other 
observations 

• N-body simulations can also help
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suggests an economic optimum in the cost per source-hour at
around a FoV of 6–8!.

Detailed studies related to dish and mirror technology and
costs, and the per-channel cost of the detection system, justify
the FoV and pixel size for the various telescope designs shown in
Figs. 1–5.

The detailed design of these telescopes, their structures, reflec-
tors and cameras, is largely based on well-proven technologies
developed for the telescopes of H.E.S.S., MAGIC and VERITAS, yet,
significantly improved in terms of reliability, availability, main-
tainability and safety (RAMS). Some novel design features are
extensively tested and benefit greatly from the general experience
gained in current projects.

The main design drivers for these telescopes are the following:
LSTs: The desire to rapidly repoint the telescopes for rapid GRB

follow-up motivates the choice of a light-weight structure of stiff
carbon tubes holding a 23 m diameter reflector, similar to the MA-
GIC design. At most, four of these telescopes will be used in each
CTA observatory. Their design is optimised to reach the best perfor-
mance with lowest-possible energy threshold. The baseline design
has a parabolic mirror with 27.8 m focal length, 4.5! FoV and 0.1!
pixels using PMTs (see Fig. 2).

MSTs: The MST design is a blend between the H.E.S.S. and VERI-
TAS concepts for a 12 m diameter Davies–Cotton reflector, opti-
mised for reliability, simplicity and cost-saving, given that of the
order of 30 such telescopes will be used at each site. The optical

design foresees 16 m focal length, 7–8! FoV and 0.18! pixels
(Fig. 3). Currently a full-scale prototype is under construction. In
addition to these telescopes, CTA is exploring a design for a dual-
mirror MST. This design might become a first extension of the
southern CTA array, where as many as 36 telescopes could comple-
ment the baseline MST array. It has a Schwarzschild-Couder optics
providing a 10! FoV and a very small plate scale. The latter allows
for much finer pixelation and the use of much cheaper photo sen-
sors (either multi-anode photomultiplier tubes or Silicon photo-
multipliers) in the camera. This is a completely new concept for
IACTs and a prototype to prove its viability is being constructed
(Fig. 4).

SSTs: A rather large number (35–70, depending on cost) of
small-size telescopes spread out over a large area are needed to
reach the desired sensitivity at the highest energies. Therefore,
the cost per telescope is one of the strongest drivers in the choice
of the technology. In principle the SSTs could be designed as a sim-
plified and downscaled version of the MSTs. However, the need for
a large FoV due to the large inter-telescope spacing, would lead to
the cost of the camera dominating the total SST cost. Therefore, dif-
ferent solutions are being explored (Fig. 5). Possibilities are, for in-
stance, the use of compact dual-mirror Schwarzschild–Couder (SC)
optical design, with a very small plate scale (allowing for a small
and thus inexpensive camera) or Davies–Cotton telescopes with
cameras using the same new and inexpensive photosensor tech-
nologies that are proposed for the SC MST design. At present, dif-
ferent prototypes of both options are being developed to evaluate
the feasibility and cost.
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Fig. 6. Different possible array layouts with estimated construction costs within the assumed budget. The circle sizes (not to scale) identify LSTs (large circles), MSTs (mid-
size circles) and SSTs (small circles). The array with the most balanced performance in MC production 1 was array E.

Fig. 7. Differential sensitivity (in units of the energy-dependent flux of the Crab
nebula) for array E (50 h, 5r, 5% background, 10 events, alpha = 0.2, i.e. intervals of
the decimal exponent of 0.2 meaning 5 logarithmic bins per energy decade). Thin
lines with small symbols illustrate the limited impact of a reduced dynamic range
of the readout electronics (clipped at 1000 photoelectrons). The dashed black line
with diamonds, shows the sensitivity if there was no electron background.

Fig. 8. Integral sensitivity for CTA from MC simulations, together with the
sensitivities in comparable conditions (50 h for IACTs, 1 year for Fermi-LAT and
HAWC) for some gamma-ray observatories.
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reach the desired sensitivity at the highest energies. Therefore,
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of the technology. In principle the SSTs could be designed as a sim-
plified and downscaled version of the MSTs. However, the need for
a large FoV due to the large inter-telescope spacing, would lead to
the cost of the camera dominating the total SST cost. Therefore, dif-
ferent solutions are being explored (Fig. 5). Possibilities are, for in-
stance, the use of compact dual-mirror Schwarzschild–Couder (SC)
optical design, with a very small plate scale (allowing for a small
and thus inexpensive camera) or Davies–Cotton telescopes with
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nologies that are proposed for the SC MST design. At present, dif-
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Figure 10: Angular resolution of array I (68% containment radius) as a function of
energy (lines and symbols as in Figure 9). Cuts were optimized for angular resolution, at
a minimum multiplicity between two and six. At energies above 5 TeV a pixel dynamic
range limited to 1000 p.e. would have substantial impact on the LST angular resolution
but basically no impact on the resolution of the full array. While the angular resolution
of all telescopes is always better than that of the component dominating the effective area
at a given energy, selecting data from a single component may improve angular resolution
at the cost of a much reduced effective area.

f.o.v. comes with additional benefits. For this reason, the MST telescopes
for CTA are foreseen to have cameras with a f.o.v. between 6 and 8 degrees.

In Figure 13 we have 7.0 degree f.o.v. cameras in 27 telescopes at different
separations. It is obvious that separations below 120 m have no advantages
at any energies, except at the very threshold. At energies beyond a TeV, the
larger effective areas resulting from larger separations more than compen-
sate for the poor sampling of each shower (seen in fewer telescopes). Since
there is no separation that can optimize the performance simultaneously at
all energies, a graded layout with inter-telescope separations increasing from
the array center outwards will result in a better overall performance than
a regular grid. Note that at larger zenith angles the Cherenkov light pool
on the ground will increase and optimum spacings are always larger than at
small zenith angles.
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Detailed studies related to dish and mirror technology and
costs, and the per-channel cost of the detection system, justify
the FoV and pixel size for the various telescope designs shown in
Figs. 1–5.

The detailed design of these telescopes, their structures, reflec-
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developed for the telescopes of H.E.S.S., MAGIC and VERITAS, yet,
significantly improved in terms of reliability, availability, main-
tainability and safety (RAMS). Some novel design features are
extensively tested and benefit greatly from the general experience
gained in current projects.
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follow-up motivates the choice of a light-weight structure of stiff
carbon tubes holding a 23 m diameter reflector, similar to the MA-
GIC design. At most, four of these telescopes will be used in each
CTA observatory. Their design is optimised to reach the best perfor-
mance with lowest-possible energy threshold. The baseline design
has a parabolic mirror with 27.8 m focal length, 4.5! FoV and 0.1!
pixels using PMTs (see Fig. 2).

MSTs: The MST design is a blend between the H.E.S.S. and VERI-
TAS concepts for a 12 m diameter Davies–Cotton reflector, opti-
mised for reliability, simplicity and cost-saving, given that of the
order of 30 such telescopes will be used at each site. The optical

design foresees 16 m focal length, 7–8! FoV and 0.18! pixels
(Fig. 3). Currently a full-scale prototype is under construction. In
addition to these telescopes, CTA is exploring a design for a dual-
mirror MST. This design might become a first extension of the
southern CTA array, where as many as 36 telescopes could comple-
ment the baseline MST array. It has a Schwarzschild-Couder optics
providing a 10! FoV and a very small plate scale. The latter allows
for much finer pixelation and the use of much cheaper photo sen-
sors (either multi-anode photomultiplier tubes or Silicon photo-
multipliers) in the camera. This is a completely new concept for
IACTs and a prototype to prove its viability is being constructed
(Fig. 4).

SSTs: A rather large number (35–70, depending on cost) of
small-size telescopes spread out over a large area are needed to
reach the desired sensitivity at the highest energies. Therefore,
the cost per telescope is one of the strongest drivers in the choice
of the technology. In principle the SSTs could be designed as a sim-
plified and downscaled version of the MSTs. However, the need for
a large FoV due to the large inter-telescope spacing, would lead to
the cost of the camera dominating the total SST cost. Therefore, dif-
ferent solutions are being explored (Fig. 5). Possibilities are, for in-
stance, the use of compact dual-mirror Schwarzschild–Couder (SC)
optical design, with a very small plate scale (allowing for a small
and thus inexpensive camera) or Davies–Cotton telescopes with
cameras using the same new and inexpensive photosensor tech-
nologies that are proposed for the SC MST design. At present, dif-
ferent prototypes of both options are being developed to evaluate
the feasibility and cost.
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Figure 10: Angular resolution of array I (68% containment radius) as a function of
energy (lines and symbols as in Figure 9). Cuts were optimized for angular resolution, at
a minimum multiplicity between two and six. At energies above 5 TeV a pixel dynamic
range limited to 1000 p.e. would have substantial impact on the LST angular resolution
but basically no impact on the resolution of the full array. While the angular resolution
of all telescopes is always better than that of the component dominating the effective area
at a given energy, selecting data from a single component may improve angular resolution
at the cost of a much reduced effective area.

f.o.v. comes with additional benefits. For this reason, the MST telescopes
for CTA are foreseen to have cameras with a f.o.v. between 6 and 8 degrees.

In Figure 13 we have 7.0 degree f.o.v. cameras in 27 telescopes at different
separations. It is obvious that separations below 120 m have no advantages
at any energies, except at the very threshold. At energies beyond a TeV, the
larger effective areas resulting from larger separations more than compen-
sate for the poor sampling of each shower (seen in fewer telescopes). Since
there is no separation that can optimize the performance simultaneously at
all energies, a graded layout with inter-telescope separations increasing from
the array center outwards will result in a better overall performance than
a regular grid. Note that at larger zenith angles the Cherenkov light pool
on the ground will increase and optimum spacings are always larger than at
small zenith angles.
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Figure 11: Relative r.m.s. energy resolution σ(E)/E of array I as a function of energy
(lines and symbols as in Figure 9). Cuts were optimized for energy resolution, at a mini-
mum multiplicity between two and six.
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• NON, NOFF: “experimental” data 

• NγS, NγB, β: model and systematic uncertainty 

• Poissonian statistics

101 102 103 104

Gamma-ray energy E [GeV]

10�8

10�7

10�6

10�5

10�4

10�3

10�2

D
i↵

er
en

ti
al

in
te

n
si

ty
E

2
d
�
/d

E
[G

eV
cm

�
2
s�

1
sr

�
1
]

� Extrapolation

GC, �� � b̄b
h�vi = 3 ⇥ 10�26 cm3s�1

m� = 1 TeV

BG (e� + hadr.)

hadr. (✏p = 10�2)

e�

di↵. �-rays (ON)

di↵. �-rays (OFF)

DM spectrum (ON)

DM spectrum (OFF)

Figure 2. Background fluxes relevant for our analysis. Isotropic CR backgrounds are shown in black:
protons with an assumed cut e�ciency of ✏p = 10�2 (black dotted), electrons (black dashed), and
total isotropic CR backgrounds (black solid). Galactic di↵use emission (GDE) is shown in red, and
an example spectrum of DM annihilating to gamma-rays via bb̄ is shown in green. We give the DM
and GDE curves for the ON and OFF regions defined in the Ring Method, as described in Section 3.
Beyond 500GeV, we extrapolate the GDE spectrum using a simple power law.

4.2 Di↵use gamma-ray background

In 2006 the HESS telescope discovered di↵use gamma-ray emission from the GC at energies
of 0.2–20 TeV [53]. The emission was found to be correlated with molecular clouds in the
central 200 pc of the Milky Way, and is confined to Galactic latitudes |b| < 0.3� and longitudes
|`| < 0.8�. The spectrum suggests a hadronic origin. The absence of evidence for di↵use
emission outside this window strongly influenced the choice of search regions for DM signals
in previous analyses [34, 36].

Below 100GeV, the GDE has been measured extremely well by the Fermi -LAT [54].
At these energies, it is expected to be dominated by ⇡0 decay from proton-proton interaction
and bremsstrahlung. Di↵use gamma rays below 100 GeV are an important background in
searches for TeV-scale DM, particularly with CTA, which will have an energy threshold of
tens of GeV.

To estimate the amount of GDE in di↵erent sky regions, and to study its impact on
DM searches at the GC, we adopt the P7V6 GDE model by the LAT team. This model
extends up to 500 GeV, above which we use a simple power-law extrapolation.5 We leave
a more detailed study of prospects for a combined CTA + Fermi -LAT di↵use analysis for

5This is not relevant to our discussion except at very high DM masses, close to 10TeV. See http://fermi.
gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html for details on the BG model.
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Figure 1. The di↵erent RoIs that we consider in this paper. Left: RoIs used in the Ring method
of Ref. [36] as ‘signal’ and ’background’ regions; we refer to these as simply ‘ON’ and ‘OFF’ regions,
respectively. Right: Separation of the ON and OFF RoIs into 28 sub-RoIs, which we use in our
morphological analysis.

The traditional observing strategy employed by IACTs in searching for DM annihilation
(e.g. Ref. [34]) involves defining two regions on the sky expected to have approximately the
same regular astrophysical emission, but di↵erent amounts of DM annihilation. The region
with the larger expected annihilation is dubbed the ‘ON’ region, the other is called the ‘OFF’
region, and the analysis is performed using a test statistic defined as the di↵erence in photon
counts from the two regions. This is referred to as an ‘ON-OFF’ analysis, and obviously
obtains the most power when the ON and OFF RoIs are chosen to di↵er as much as possible
in their predicted annihilation rates.

The RoIs chosen for ON-OFF analyses may lie in the same or very di↵erent FoVs.
Di↵erent FoVs allow a greater contrast in DM signal between ON and OFF regions, but have
the potential to introduce di↵erential systematics across the two FoVs. The ‘Ring method’
[36] is an ON-OFF analysis technique optimised for DM searches towards the GC with IACTs,
which fits the ON and OFF regions into a single FoV, producing an approximately constant
acceptance across the entire analysis region. Although both regions are expected to contain
DM and background contributions, in the Ring method the ON and OFF regions are typically
referred to as the ‘signal’ and ‘background’ regions. For simplicity, here we just call them
ON and OFF.

A simple way to model the results of an ON-OFF analysis is to construct a Skellam likeli-
hood [38, 43, 44], which is based on the expected di↵erence between two Poisson counts (i.e. in
the ON and OFF regions). However, once the assumption that astrophysical backgrounds are
identical in the ON and OFF regions becomes questionable, a more straightforward method
is simply to carry out a regular binned likelihood analysis. In this case, one predicts the
photon counts in each RoI using detailed background and signal models, and compares them
directly to the absolute number of photons observed in each RoI. This is the strategy that
we investigate here for CTA, using both the original Ring method RoIs and a finer spatial
binning. We show these two sets of RoIs in Fig. 1, and discuss their optimisation in Sec. 5.
We still refer to the two-RoI analysis as the ‘Ring method’ even though we carry out a full
likelihood analysis rather than an ON-OFF analysis. We refer to the multi-RoI analysis as
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same regular astrophysical emission, but di↵erent amounts of DM annihilation. The region
with the larger expected annihilation is dubbed the ‘ON’ region, the other is called the ‘OFF’
region, and the analysis is performed using a test statistic defined as the di↵erence in photon
counts from the two regions. This is referred to as an ‘ON-OFF’ analysis, and obviously
obtains the most power when the ON and OFF RoIs are chosen to di↵er as much as possible
in their predicted annihilation rates.

The RoIs chosen for ON-OFF analyses may lie in the same or very di↵erent FoVs.
Di↵erent FoVs allow a greater contrast in DM signal between ON and OFF regions, but have
the potential to introduce di↵erential systematics across the two FoVs. The ‘Ring method’
[36] is an ON-OFF analysis technique optimised for DM searches towards the GC with IACTs,
which fits the ON and OFF regions into a single FoV, producing an approximately constant
acceptance across the entire analysis region. Although both regions are expected to contain
DM and background contributions, in the Ring method the ON and OFF regions are typically
referred to as the ‘signal’ and ‘background’ regions. For simplicity, here we just call them
ON and OFF.

A simple way to model the results of an ON-OFF analysis is to construct a Skellam likeli-
hood [38, 43, 44], which is based on the expected di↵erence between two Poisson counts (i.e. in
the ON and OFF regions). However, once the assumption that astrophysical backgrounds are
identical in the ON and OFF regions becomes questionable, a more straightforward method
is simply to carry out a regular binned likelihood analysis. In this case, one predicts the
photon counts in each RoI using detailed background and signal models, and compares them
directly to the absolute number of photons observed in each RoI. This is the strategy that
we investigate here for CTA, using both the original Ring method RoIs and a finer spatial
binning. We show these two sets of RoIs in Fig. 1, and discuss their optimisation in Sec. 5.
We still refer to the two-RoI analysis as the ‘Ring method’ even though we carry out a full
likelihood analysis rather than an ON-OFF analysis. We refer to the multi-RoI analysis as
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B. Impact of background systematics

CTA observations towards the inner Galactic halo will provide statistically rich observational datasets. This datasets
result from the combination of multiple observations with distinct observational parameters that may introduce specific
observational systematics.

Since the systematic errors may be the limiting factor in the overall error budget for CTA, an assessment of the
impact of them in the CTA sensitivity is in order. A possible way to investigate the impact of such uncertainties is
to introduce in the likelihood a Gaussian nuisance parameters [51] such as the individual likelihood writes
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(12)
where �ij acts as a normalization parameter and �ij is the width of the Gaussian function. An accurate determination
of the spatial and energy dependencies of the systematic level is beyond the scope of this study, and we will keep �ij

fixed for all spatial and energy bins. We can determine the maximum likelihood value of it by solving dL/d�ij = 0 in
the i-esime RoI and j-esime energy bin, for a given set of NS

�,ij , N
B
�,ij , NON,ij and NOFF,ij . In order to evaluate the

impact of systematics in the CTA sensitivity, we will then consider several plausible values of the Gaussian width �
for IACT observational data. In particular we will vary it from 0.3% to 3% in order to compare with the case where
only the statistical uncertainty is taken into account.

VI. RESULTS

We now show our results in terms of 95% C.L. sensitivity limits on DM annihilation, in the usual (mDM,�v) plane.
We focus on several particle-antiparticle annihilation modes (DM DM ! e+e�, µ+µ�, ⌧+⌧�, bb̄, tt̄ and W+W�) and
in a broad range of DM masses (from 30 GeV up to 80 TeV). For all the channels, we include the ICSs of energetic e±

produced by annihilating DM on the ambient photon background which is particularly relevant for e+e� and µ+µ�

modes (see the red lines in Fig. 1). We summarize our main results in Fig. 3. In particular we find that:

⇧ The ICS emission substantially increases the CTA sensitivity for the leptonic channels. In Fig. 1, we show the
spectral features of the ICS emissions. As it is apparent, the total fluxes receive a substantial contribution for
photon energy just below the DM mass in case of leptonic channels (especially for the DM DM ! e+e� and
µ+µ� modes). As a consequence, since the IC secondary emission is well inside the CTA energy window, the
sensitivity to those channels is largely ameliorated.

⇧ A morphological analysis ameliorates the CTA sensitivity. Assuming again an observation time of 500 h, in
the left panel of Fig. 3 we show the improvement of the sensitivity for the b̄b channel, by using the multi-bin
morphological method compared to the case where only the energy spectral information in the first RoI (solid
black line) is used. The constraints inferred with this approach are more stringent by a factor of a few with
respect to those obtained considering only the spectral information. As shown in Fig. 2, this is mainly due
to the fact that the spatial dependence of the DM signal flatten above roughly the third RoI, while the CR
background contamination increases with the size of the i-esime region.

⇧ The systematic uncertainties deteriorate the CTA sensitivity. In the central panel of Fig. 3, we show the impact
on the CTA sensitivity for annihilating DM into bb̄ pairs due to possible systematic errors in the rich observational
datasets. We use our morphological analysis (five RoIs) with observation times of 100 h (black lines) and 500
h (red lines) assuming di↵erent values of systematics: 0.3% (dashed lines), 1% (red dotted line), 3% (black
dotted line), only statistical fluctuations (solid lines). We can see that the sensitivity is deteriorated over all
the mass range for a given observational time. In particular, introducing a systematic errors of 0.3%(3%) for
100 hours, deteriorates the sensitivity of a factor 1.5 (see Fig. 3). For multi-TeV DM masses, the impact is
reduced because at higher energy the �-ray datasets are dominated by the statistical errors. We stress that the
systematics must be controlled at the level of 0.3% or better to allow for a substantial sensitivity improvement
with a 500 h observation time.

⇧ Our extreme choice of the Galactic Di↵use Emission degrades the CTA sensitivity. Assuming an observation
time of 500 h, in the right panel of Fig. 3 we assess the CTA sensitivity for annihilating DM into b̄b (back lines)
and e+e� (red lines) pairs once an “extreme” GDE is added to the CR background. As commented upon in
Sec. IVB, we consider an isotropic GDE coming from the first RoI. We can see that the CTA sensitivity is

The search for Dark Matter with the Cherenkov Telescope Array
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Figure 6. Upper limits on the DM annihilation cross section using the previous Ring method (green)
and our morphological analysis (red), assuming 100 hr of observation of the GC. The thick solid
green and red lines are our baseline estimates of the limits attainable using the two analysis meth-
ods, assuming di↵erential acceptance uncertainties of 1% and including GDE. The red dashed and
dot-dashed lines show the limits produced in the morphological analysis assuming 3% and 0.3% sys-
tematics, respectively. Also shown are current limits on the DM annihilation cross section (thin solid
lines; Fermi -LAT dwarf analysis in blue [29], HESS GC observations in pink [34]), as well as various
projected CTA limits (thin dotted lines; Doro et al. 2013 in black [36], Wood et al. 2013 in cyan
[37], and Pierre et al. 2014 in dark blue [38]). For the sake of comparison, the CTA projections are
rescaled to 100 hr observation time and our adopted Einasto profile.

reasonable range has a significant impact on the actual projected constraints.7

6.4 Projected cross-section limits

We now present our results in terms of limits on DM annihilation, in the common h�vi-vs-
mass plane, assuming DM annihilation into di↵erent final states with a branching ratio of
100%. First we provide some context by summarising the most relevant previous work.

In Fig. 6, we show existing experimental limits from the Fermi -LAT satellite [29] and
the HESS telescope [34], on DM annihilation into bb̄. In this figure, all limits from the
GC are rescaled to our baseline Einasto DM profile. Projected limits correspond to 100 hr
observation time for CTA. The Fermi -LAT limits reach the thermal cross section for DM

7Although we introduced the morphological analysis method primarily to improve limits in the presence
of the GDE, we also compared its performance to that of the Ring method in the case of no GDE and 0%
systematics. In this case the morphological analysis produces limits that are marginally better than those of
the Ring method. This is expected, as the smaller RoIs still provide an additional constraint on the spatial
distribution of the signal.
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FIG. 4: The most optimist limits in the (mDM, h�vi) plane in which neither the systematic uncertainties in the datasets nor
the GDE are taken into account. Left panel: CTA sensitivity to DM annihilation for various primary channels (DM DM ! bb̄
in black, t̄t in blue, W+W� in yellow, ⌧+⌧� in green, µ+µ� in red and e+e� in dashed black) together with the reference
value of the thermal cross section (long-dashed black line). The sensitivity is computed for a 500 h flat exposure over the five
RoIs used in our analysis assuming a 100% branching ratio in each annihilation channel. Right panel: CTA sensitivity to DM
annihilation for the DM DM ! bb̄ channel (black line) compared to the most constraining limits to date. In particular, we
report the H.E.S.S. limit for 112h of observations of the GC region (solid red line) and the Fermi-LAT limit coming from 5 years
of observations of 15 dSphs (solid blue line). An estimate of the projected sensitivity of Fermi-LAT for 45 dSphs and 10 years
of observation time is also shown (dotted blue line). See the text for further details.

significantly deteriorated below DM masses of few TeV (dashed lines) with respect to the scenario where the
GDE is not considered at all (solid lines). On a more specific level, even with our “extreme” choice of the GDE,
the CTA sensitivity still probe cross section below the thermal value for the e+e� channel. For the hadronic ones
(e.g. b̄b mode), the CTA sensitivity is degraded of a factor 2 making the reach of the thermal cross section no
longer possible. Nevertheless, since we assume that the GDE is isotropic, it is worth stressing once again that
we are overestimating the �-ray contamination in the outer RoIs. In fact, if we consider the accurate mapping
of the GDE in all RoIs (like the one used in Ref. [35] in their optimistic scenario), we find that the impact of
the GDE in the final results is not very pronounced. This is due to the fact that in the outer regions, the di↵use
�-rays contamination is smaller than the CR background extracted from a full CTA Monte Carlo simulation.

In Fig. 4, we show the most optimist limits in the (mDM, h�vi) plane in which neither the systematic uncertainties
in the datasets nor the GDE are taken into account.

In particular, in the right panel of Fig. 4 we show the CTA sensitivity to DM annihilation assuming di↵erent
channels (DM DM ! e+e�, µ+µ�, ⌧+⌧�, bb̄, tt̄ and W+W�), and an observation time of 500 h. Focussing first on the
purely leptonic channels, we find that CTA would be able to exclude annihilation cross-sections well below the thermal
value. On a more specific level, the best sensitivity is obtained for the DM DM ! e+e� mode (h�vi <⇠ 5 ⇥ 10�27

cm3/s for mDM ' 200 GeV) rather than µ+µ� and ⌧+⌧�, since the original e± population is produced at higher
energies, and therefore the secondary ICS emission is well inside the CTA energy window (see the upper raw in
Fig. 1). For the hadronic and W+W� channels, we get the same qualitative feature of the exclusion limits modulo
a factor of O(few) in the normalization. This can be explained from the fact the �-ray spectrum arising from the
fragmentation of su�ciently heavy hadronic SM particles is quasi-universal. In particular, for the DM DM ! bb̄
channel the thermal value of the cross section can be probed in the TeV mass range, where the best sensitivity is
achieved at h�vi ' 2⇥ 10�26 cm3/s for mDM ' 1 TeV.

We comment here on the relative strength of our constraints for the DM DM ! b̄b channel in Figs. (3,4), with
respect to the best limits to date obtained from either other analyses or targets.

Lefranc, Moulin, Panci and Silk, arXiv:1502.05064

Silverwood, Weniger and Bertone, JCAP 1503 (2015) 
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• improvement in the “morphological” 
analysis compared to the “Ring” method 

• effect of systematic uncertainties
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Parameter
Sources

1ES 0229+200 PG1553+113 PKS1424+240 PKS0426-380

Redshift z 0.139 > 0.4 > 0.6035 1.11
R.A (deg) 38.20192 238.92933 216.75162 67.16842
Dec. (deg) 20.28783 11.19011 23.8 �37.93878
B-field scenario ICM + GMF ICM + GMF Jet + GMF Lobes + GMF
B0 (µG) 3.5 1 3.3⇥ 104 1
rVHE (pc) – – 0.057 –
rmax (kpc) 100 100 1 100
�D – – 30 –
⌘ 1 1 – –
�atm 0.42 0.42 – –
rc (kpc) 19.33 19.33 – –
n0 (cm

�3) 3.7⇥ 10�3 3.7⇥ 10�3 104 10�3

Lcoh (kpc) – – – 10
q -2.53 -2.53 – –
kL (kpc�1) 0.015 0.015 – –
kH (kpc�1) 5 5 – –
Tobs (hours) 41 20 67 70
ref. for spectrum [78] [81] [88] [89]

Table 1. Blazars used for this study together with the assumed magnetic fields close to the source.
The sky coordinates are taken from the Roma BZCAT catalog [92]. The last row gives the reference
from which the observed spectrum is taken that is used as an input for the simulations. See text for
further details.

Figure 1. Boost of the photon flux due to photon-ALP mixing versus the optical depth for one
particular choice of ma and ga� . For all blazars except PKS 1424+240, the magnetic fields are random
and the coloured bands show the 68% envelope around the median for 1000 realisations of the B fields.
The dashed lines correspond to one random realisation. For PKS 1424+240, the mixing occurs in the
coherent magnetic field of the BL Lac jet.

We determine the intrinsic spectrum, �(E) = N(E/E0)��, from yet another power-law fit
to the absorption corrected data points. In order to be as independent as possible from the

– 9 –

Figure 2. Simulated spectra for the blazars selected in section 3 for ⌧ > 1 with ALPs (black
bullets and solid lines) and without (red bullets and dashed lines). The ALP parameters are set
to mneV = 12.2, g11 = 4.3. The envelope shapes show the uncertainty of the determined intrinsic
spectrum (1� fit uncertainty). Observed spectra are shown as blue squares.

set [93]. The likelihood L in the i-th energy bin is given as the product of the Poissonian
probability mass functions of the events from the ON and OFF region,

L(µi, bi;↵|NON,i, NOFF,i) = Pois(NON,i|µi + bi) Pois(NOFF,i|bi/↵). (4.4)

For an Asimov data set the number of counts is equal to the expected value, NON = µ+b and
NOFF = b/↵ in each energy bin, making the expected values µ and b the maximum likelihood
estimators. The sensitivity to exclude the hypothesis of having no photon-ALP mixing (µ̃ =
µ(ga� = 0)) given an observation including an ALP contribution is then evaluated with the
test statistic

TSA = �2
X

i,j
⌧(Eij ,zj)> 2

Sij > 2�

ln

0

@L(µ̃ij ,
bb
bij(µ̃ij);↵|µij + bij , bij/↵)

L(µij , bij ;↵|µij + bij , bij/↵)

1

A
. (4.5)

The sum runs over all sources j = 1, . . . , 4 and energy bins i that are detected with a
significance above 2� (using eq. (17) of ref. [94]) and for which the central energy Eij fulfils
⌧(Eij , zj) > 2. Bins with a lower significance will be joined and included if their combined
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Meyer and Conrad, JCAP 1412 (2014) 

Figure 5. Sensitivity at the 3 and 5� level for the Q = 0.5 quantile compared to sensitivities of
other future experiments (light green regions), limits (red regions), and theoretically preferred regions
(black and grey lines and regions) in the ALP parameter space (see the review of, e.g., ref. [100] and
references therein; additionally the results of the refs. [6, 12, 91, 101, 102] are added).

indeed observed it can be tested with the future dedicated ALP experiments ALPS II [98]
and IAXO [99]. The sensitivity derived here is compatible with the findings of ref. [65] where
it was proposed to search for a correlation between AGN position and spectral hardening
due to the conversion of ALPs into photons in the GMF.

6 Assessment of model assumptions

The influence of the di↵erent model assumptions and the uncertainty of the absolute energy
scale on the final sensitivity is discussed in the following and we provide a list of further AGN
candidates to search for photon-ALP oscillations.

6.1 Magnetic fields at the source

The authors of ref. [40] find a strong dependence of the TSA values on the magnetic-field
strength, as well as on the degree of turbulence of the B-field spectrum in the galaxy cluster
and lobe scenario (characterised by the power-law index q and the minimum and maximum
turbulence wave numbers kL and kH for the gaussian turbulent field, as well as the coherence
length Lcoh for the cell-like field, respectively). The turbulence spectrum adopted here for
1ES 0229+200 and PG1553+113 can be regarded as conservative, since q values above the
Kolmogorov turbulence index result in a reduced ALP production in the cluster B field

– 15 –
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• mixing of ALPs with photons in the presence 
of magnetic fields 

• excess of photons in the “optical thick” 
regime due to reconversion of from ALPs to 
gamma rays
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Conclusions

8/8The search for Dark Matter with the Cherenkov Telescope Array

• CTA will have the best sensitivity to search for DM in the near future 
(especially for heavy candidates) 

• sensitivity reaches thermal cross-section for WIMPs 

• complementarity with other detection strategies (collider and direct 
detection)

are array B and E. Nevertheless, the robustness of our results
is hindered by the yet not precise determination of the astro-
physical factor in some cases. Forthcoming detailed astronom-
ical measurements will provide clues for deep exposure obser-
vations on the most promising dSphs, with, e.g., the planned
SkyMapper Southern Sky Survey [214], which will very likely
provide the community with a new dSph population, comple-
menting the Northern hemisphere population discovered by the
SDSS. Also, the uncertainties on dark matter density will be
significantly reduced by new measurements of individual stel-
lar velocities available after the launch of the GAIA mission9.
Stacking-methods of Fermi-LAT dSphs data were proven valid
to make constraints more stringent [49, 215, 216]. The applica-
tion of these methods for CTA is currently under study.
The search for DM signatures in galaxy clusters, investigated

in Section 1.2 was performed for two representative clusters,
Perseus and Fornax. The former one is thought to have the
highest CR-induced photon yield, and the latter is thought to
have the strongest DM-induced signatures. Compared to dSphs,
the gamma-ray signatures of galaxy clusters have several con-
tributions: in the first place, the DM signal is expected from
an extended region that can be larger than a few degrees, and
secondly, gamma-rays induced by interactions of accelerated
cosmic rays with the ambient fields and/or by individual clus-
ter galaxies are an irreducible background to the DM signal,
as recently shown in Refs. [103, 102]. We have simulated the
prospects of detection in 100 h of observation by using MC
simulations of extended sources. Regarding DM signatures, we
have used the model of Pinzke et al. [30] for the Fornax cluster,
and showed that in 100 h we could put contraints on the order of
(σannv) < 10−25 cm3s−1 (Fig. 1.6), which are competitive with
respect to those obtained with dSphs. The results are promis-
ing: if the intrinsic boost factor from subhalos is larger than
that predicted by the model we used, or mechanisms of Som-
merfeld enhancement are at work, there is also the possibility
to have a detection in 100 − 200 h with array B or E. We have
also considered the prospects of detection of CR-induced sig-
nal in hadronic acceleration scenarios in Fig. 1.5. We have seen
that the CR-induced emission from the Perseus cluster could be
detected in about 100 h. Finally, we discussed the more real-
istic case when DM– and CR-induced gamma-rays are treated
together. We discuss that the difference in both the spatial and
spectral features of the two emissions can be used as a method
for discrimination, while more quantitative results need dedi-
cated MC which were not available when writing this contribu-
tion. We underline that the extension of the expected DM emit-
ting region in galaxy clusters represents a problem for current
Cherenkov Telescopes since their FOV is limited to 3 − 5 de-
grees and their sensitivity rapidly decreases moving away from
the centre of the camera. CTA will overcome this limitation,
having a FOV of up to 10 deg and an almost flat sensitivity up
to several degrees from the centre of the camera. For galaxy
cluster searches, CTA will hence mark the difference compared
to the current generation of IACTs.

9www.rssd.esa.int/Gaia

More promising are DM searches of annihilation signatures
in the Galactic halo, where the DM density is expected to be
known with much higher precision than in the Galactic Cen-
tre itself or in (ultra-faint) dSphs or galaxy clusters. This was
studied in Section 1.3. By adopting dedicated observational
strategies of the region close to the Galactic Centre, as shown
in Fig. 1.8, it was shown that CTA has the potential to reach the
thermal annihilation cross-section expected from WIMP DM
of 10−26 cm3s−1 and lower (Fig. 1.9) in 100 h observation of the
vicinities the Galactic Centre using the “Ring” method. Models
with a large photon yield from DM annihilation will be con-
strained for even smaller cross-sections. It is also expected that
the limits presented here can be improved by factor of a few
when the stereoscopic analysis of CTA events has been under-
stood so well that a further suppression of the background be-
comes feasible. This would be the first time that ground-based
Cherenkov telescopes could reach this sensitivity level.
Besides observations of individual dedicated objects, the

capabilities of CTA for searching DM signals in the diffuse
background of gamma-ray radiation were discussed in Sec-
tion 1.4. We discussed the reconstruction performance for
different anisotropy power spectra and residual background
level. Considering a current model for the anisotropy power
spectra, we showed that CTA may be able to distinguish a DM-
induced diffuse gamma-ray component from the astrophysical
background.
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Figure 5.1: Comparison of exclusion curves of Fermi-LAT in 24 months [52]
and expected for 10 years (rescaled with the square root of time). The exclu-
sion curves for the various targets studied in this contribution are also reported
for the bb̄ annihilation channel: for the dwarf satellite galaxy Segue 1 (green
curve, see Sec. 1.1), for the Fornax galaxy cluster in case only DM-induced
gamma-rays are considered (blue line, see Sec. 1.2) and for the ring-method of
observation of the Galactic Centre vicinities (red line, see Sec. 1.3).

In Fig. 5.1, we summarize the constraints that we expect
with CTA for a WIMP annihilating purely into bb̄ in 100 h

24

Doro et al.,  
Astropart. Phys. 43 (2013)


