
Neutrino signal of thermonuclear supernovae:
is there a supernova bound on axions?

Kfir Blum (Weizmann Institute & CERN)             

KB & Kushnir, 1601.03422 [ApJ. 828, 31 (2016)] 
Bar, KB, D’Amico, 1811.11178 [PRD99 (2019) no.12, 123004] 
Bar, KB, D’Amico, 1907.05020

Heidelberg 2020
!1



!2

0 2 4 6 8 10 12 14
0

10

20

30

40

50

60

70
Kamiokande
IMB
Baksan



The explosion of SN1987A and the neutrino signal are commonly  
interpreted within — and as sign of — the delayed neutrino mechanism               . 

But it is not clear if           simulations can obtain explosion energy a-la SN1987A. 
There is also no clear evidence for a neutron star (NS) in the remnant.

(DνM)
Bethe & Wilson, ApJ. 295, 14 (1985) 
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Bolometric light curves of SE SNe 339

Table 6. Average vph and explosion parameters for SE SN types.

SN type vph (km s−1) MNi ( M⊙) Mej ( M⊙) EK (1051 erg)
Mean Sth. dev. Mean Std. dev. Mean Sth. dev. Mean Sth. dev.

IIb 8300 750 0.11 0.04 2.2 0.8 1.0 0.6
Ib 9900 1400 0.17 0.16 2.6 1.1 1.6 0.9
Ic 10 400 1200 0.22 0.16 3.0 2.8 1.9 1.3

Ic-BL 19 100 5000 0.32 0.15 2.9 2.2 6.0 5.0

Additionally, the choice of κopt directly affects Mej and EK for
a given τm (equation 1), in that it acts to scale these values. The
choice of constant opacity is a limitation of this simple modelling
scheme, whereas, as mentioned previously, this will evolve with
time based on the composition and temperature of the ejecta. We
take a 20 per cent uncertainty in our choice of κopt = 0.06 cm2 g−1;
previous studies have assumed values of 0.05 (Drout et al. 2011),
0.06 (Maeda et al. 2003; Valenti et al. 2008), 0.07 (Cano 2013;
Taddia et al. 2015) and 0.08 cm2 g−1 (Pignata et al. 2011), largely
driven by the values of κopt near peak from results of spectroscopic
modelling (Chugai 2000; Mazzali et al. 2000, 2013; Mazzali et al., in
preparation). These line-based opacities (i.e. neglecting continuum
opacity; see Mazzali et al. 2001) include time-dependant evolution
due to, e.g. the temperature of the ejecta. Furthermore, different
composition of the ejecta, in particular when considering differ-
ent SE SN subtypes, will affect the opacity, although variations in
ejecta abundances (e.g. CO/He) amongst SNe is not well known at
present. As such, a single choice of opacity represent a simplifying
assumption of the model, which deserves further investigation to
assess its impact on results for different SE SNe subtypes across
the parameter space of SN explosions. With other values fixed, this
uncertainty contributes an uncertainty of +25/ − 17 per cent in Mej

and EK determinations (since both have the same dependence on
κopt

8). An in-depth study of the evolution of the opacity for SE SNe
is beyond the scope of this paper, but the results of such a study
would be useful to constrain the applicability of such analytical
models where a constant value of κopt is used.

Finally, the analytical model requires an initial starting time, t0,
which affects the value of τm that is fitted and also MNi. Where
appropriate (e.g. in the case of GRB-SNe), this additional uncer-
tainty did not factor since t0 is known. Where t0 was very poorly
constrained, the model was manually fitted for a variety of τm val-
ues where the model still reasonably reproduced the observed light
curve. The range of t0 used for each SN is shown in Table 5. We
note in passing, in agreement with the concurrent work of Taddia
et al. (2015, but here regarding the bolometric rise), we find, for
our subtype averages, SNe Ic-BL exhibit the shortest rise times to
peak, with SNe Ib and IIb having similar rise times. We also find
the average SNe Ic to be similar to the rise times to SNe Ib and IIb,
but this is complicated by SN 2011bm, which Taddia et al. (2015)
exclude from their sample. The distribution of rise times are plotted
in Fig. 6, however the interested reader is directed to Taddia et al.
(2015) for a more thorough discussion of rise times. The error on
MNi arising from varying t0 was !0.01 M⊙ where it was varied
over ∼1–2 d. For the least constrained events, the MNi uncertainty
was 10–15 per cent. Mej and EK errors were 10–30 per cent for
reasonably well constrained events (1–2 d) but +(30 to 40)/−(15 to
25) per cent for the more unconstrained events (e.g. SN 2011 hs).

8 Using equations (1) and (2): M3
ej/EK ∝ κ−2

opt → Mej ∝ κ−1
opt vph, given

EK/Mej ∝ v2
ph – and therefore EK ∝ κ−1

opt v
3
ph.

Total uncertainties on the parameters were found by refitting
the model for all varying parameters and adding in quadrature the
uncertainty from each parameter, these are given in Table 5.

We note that the asphericity of the explosions, which breaks the
assumption of spherical symmetry in the model (Section 2.2), con-
tributes a systematic uncertainty in our results. It appears some
degree of asphericity is near-ubiquitous in SE SNe around peak
light (see the review of Wang & Wheeler 2008). One may ex-
pect the very energetic SNe Ic-BL (and GRB-SNe) to display the
strongest asymmetries, although their global asymmetries appear to
be !15 per cent (e.g. Wang et al. 2003; Maund et al. 2007a, for SNe
2002ap and 2006aj, respectively) and indeed a normal SN Ic, SN
1997X showed one of the strongest degrees of polarization, indicat-
ing a high degree of asymmetry (Wang et al. 2001). The uncertainty
due to asphericity is higher in the more stripped SNe Ic and Ic BL,
where stronger asymmetries in the deep ejecta (Wang & Wheeler
2008) can influence the photosphere during evolution around peak
light. It is likely to be less pronounced in SNe IIb around peak owing
to the presence of the hydrogen envelope (Maund et al. 2007b). Our
results, based on a spherically symmetric model, could be described
as the isotropic-equivalent values for the SNe (Wang et al. 2003).

3.3.2 Direct comparison to detailed modelling

Here, a recent subset of SNe with explosion parameters derived
from hydrodynamical modelling of the light curve, to which we can
compare our results, is presented. In order to make a comparison,
external factors common to both methods such as distance, redden-
ing and the time of explosion were set to those of the comparison
works. Due to the inherent differences in the models, such as the
lack of treatment for evolution of κopt or vph in the analytical model,
just the best-fitted parameters are given for direct comparison (i.e.
neglecting our uncertainties in these values).

A note must also be made regarding the new bolometric light
curve creation method of LBJ14, used here. Although this has been
used for some recent events, other methods of forming bolometric
light curves have been used by other studies. For example, dis-
crepancies between our derived MNi to that of, e.g. Utrobin (1994),
where the bolometric light curve was created from BVRI photom-
etry alone, is dominated by the light curve creation method – only
∼50–60 per cent of the bolometric flux from an SE SN is emitted
in these bands (LBJ14). As such, we restrict comparisons to those
where a good approximation of the bolometric light curve is used
– where appropriate, the method used to create this is highlighted
in the discussion. We also note that many of the SNe in the current
sample also formed part of the original SN sample of LBJ14, as
such we can be confident our method is not introducing some large
systematic uncertainty in the resulting bolometric light curves.

3.3.2.1 SN 2008D. We use the same distance and t0 (time of
the X-ray flash) as those of Tanaka et al. (2009). Our E(B − V) =
0.6 mag is also consistent with the value used by these studies of
0.65 mag at a level where derived parameters will not be affected
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Figure 1. Panel (a): The observed correlation betweenMNi and the luminosities of the progenitors for type II supernovae, which was first reported by Fraser et al.
(2011), is reproduced here with updated data. The sample includes all supernovae from Smartt (2015), for which an estimate ofMNi is available in the literature,
supplemented with SN 1987A and SN 1993J (see Table 1). In the cases that MNi lacks an error estimate, an error of 50% was assumed (10% for SN 1987A).
More luminous progenitors eject larger masses of 56Ni. Since more luminous progenitors are more massive (with more negative binding energy, Ebin) and since
larger values ofMNi imply larger Ekin (see Section 3 and Figure 3), the correlation implies that more massive progenitors lead to stronger explosions. The range
ofMNi roughly corresponds to Ekin ∼ few× 1050 − few× 1051 erg. Panel (b): The kinetic energy of the ejecta as function of Ebin at the base of the explosive
shell for the CITE simulations that exploded successfully from Kushnir (2015). Panel (c): The kinetic energy of the ejecta as function of Ebin exterior to the iron
core for the neutrino mechanism simulations of Ugliano et al. (2012). The points at 1049 erg represent failed explosions.
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Figure 1. Black crosses show the ejecta velocities and initial stellar masses for a sample of Type II-P supernovae with progenitors
detected in pre-explosion images. Objects with only upper limits on the mass appear as pink arrows. Data are consistent with a linear

trend between velocity and mass, as can be seen with the best fit power law in dark blue. For comparison, steeper and shallower
dependences are plotted in light blue.

2.2 Supernovae II-L

The historic division between Type II-P and II-L SNe is pho-
tometric, and is based on the observation that some Type II
SNe do not show a pronounced plateau (e.g., Barbon et al.
1979; Poznanski et al. 2002). However this segregation is
based on observations in blue colours, where most SNe show
some decline, and predates the spectroscopic discovery and
definition of type IIn and IIb SNe that indeed often show a
faster-declining light curve. The first are mostly powered by
interaction with the circumstellar medium, and can there-
fore have wildly di↵erent light curves depending on the mass-
loss history. The latter are intermediate between Type I and
Type II and are interpreted as being transition objects with
a thin hydrogen shell, visible in early spectra until the pho-
tosphere moves more deeply in. Their photometric evolution
is therefore more similar to the 56Ni powered Type Ib/c SNe.

SN1979C, and SN1980K are often referred to as the
prototypical II-L SNe, but in the same breath are called ‘over
luminous’ and ‘peculiar’ (Filippenko 1997). When studying
the cosmological utility of SNe II-P it has been noted that
some of the otherwise normal looking SNe which show a
rather subtle decline in I-band photometry, are outliers on

the Hubble diagram (Poznanski et al. 2009). This has led
some to classify objects that decline by about 1mag over
the ⇠ 100 day plateau as II-L (e.g., Li et al. 2011).

Recently, studying a sample of R-band light curves Ar-
cavi et al. (2012) have found that indeed there is a subsam-
ple of Type II SNe that decline by about that much, and
that they do not form a continuum with the normal plateau
objects. Studies of the spectroscopic features of these SNe
are still preliminary (Schlegel 1996). At least from a photo-
metric perspective SN2009kr seems to belong to this class.
Whether or not these indeed form a distinct class of SNe,
in terms of their photometric and spectroscopic, as well as
progenitor properties, is still a mostly open question.

2.3 Velocities

I compile spectra taken during the plateau phase using pub-
licly available resources (Yaron & Gal-Yam 2012), supple-
mented mostly by published spectra obtained by the group
of A. Filippenko at UC Berkeley (Silverman et al. 2012). Ve-
locities are measured using the same algorithm used for the
standardized candle method (Poznanski et al. 2009). Briefly,
using the SNID code (Blondin & Tonry 2007), every spec-
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``Black hole formation in failing core-collapse supernovae”
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tBH ∼ π
r3

2GM r (M = 2M⊙) ∼ 109 cm
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phenomenological modeling of the neutrino mechanism and
add some more statistical analyses.

2. SN 1987A NEUTRINO DATA

Figure 1 depicts the time series of the SN 1987A neutrino
burst. Blue (diamond), red (circle), and black (cross) markers
denote the reconstructed event energies for the
Kamiokande (Hirata et al. 1987), IMB (Bionta et al. 1987),
and Baksan (Alekseev et al. 1987) detectors, respectively, with
1s error bars. Horizontal blue line denotes the traditional
7.5 MeV threshold imposed in analyses of Kamiokande data.
Note that the three time series are offset by unknown relative
delays, likely of the order of 100 ms. Here, we set these delays
to zero; this has no impact on our results.5

Figure 1 shows signal events from IMB (that had, reportedly,
no background) at t 5 s> . The Kamiokande event at
t 10.4 s= , with E 10 MeV>n , also has only a small
probability of being due to background (Loredo & Lamb
2002). For our purpose in this paper, the implication is that
neutrino emission should last for at least 5–10 s after core
collapse. Models like CITE, which predict BH formation on
timescales of t 1 3 sBH ~ – , must invoke another neutrino source
to replace the PNS cooling and accretion luminosity for
t tBH> . CITE can fulfill this requirement via accretion disk
luminosity. Nevertheless, before going into more detail, we can
conclude that CITE models that predict RIAS formation on
time tdisk> 5 s are excluded by the SN 1987A neutrino data of
IMB. It is thus important to investigate if reasonable stellar
profiles can be found in which CITE operates successfully with
an RIAS launch time tdisk≈ 5 s. We will tackle this task in
Section 3.

Please look again at Figure 1. Our main point in the rest of
this section is that the neutrino light curve is compatible with
two distinct physical mechanisms accounting for the initial
dense sequence of events on times t 2 3 s1 – , and the

subsequent reduced luminosity on times t 5 s> . In fact, there
is a time gap between the Kamiokande event at t 1.9 s= and
the next Kamiokande events at t 9 s> . A comparably
significant gap (the statement of significance requires modeling
that we provide later) exists between the IMB event at t 2.7 s=
and the next pair of events at t= 5 and 5.6 s.
The time gaps in the neutrino data were noted in, e.g.,

Spergel et al. (1987), Lattimer & Yahil (1989), and Suzuki &
Sato (1988). Spergel et al. (1987) commented on the possible
hint for a discontinuity, but fit a continuous exponential PNS
cooling model to the neutrino light curve, finding a reasonable
global fit. We have redone the analysis of Spergel et al. (1987)
and agree with their numbers. Indeed, the SN 1987A neutrino
data is too sparse for conclusive detailed modeling. However, it
is important to note that Spergel et al. (1987) and other analyses
(such as, e.g., Loredo & Lamb 2002; Ianni et al. 2009;
Pagliaroli et al. 2009) did not have a theoretical model
contender to the PNS accretion and cooling luminosity
predicted within the neutrino mechanism. The situation for us
is different. A time gap in the neutrino data, with intense PNS
luminosity for t t 1 3 sBH- ~ – , silence for a few seconds, and
renewed accretion disk luminosity, is precisely what we expect
from CITE. In the next subsections, we explore this point
further with some statistical analyses.

2.1. A Luminosity Drop at t 2~ s?

To obtain a basic assessment of the neutrino source
luminosity, we make two simplifying assumptions. (i) We
assume that the neutrino distribution function at the source is a
modified Fermi–Dirac spectrum with instantaneous temper-
ature T(t) and en̄ luminosity L ten ( )¯ :
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2a = . The superscript on dN dEdt0
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the source, before neutrino flavor mixing.
(ii) We neglect the contribution of nm¯ and nt¯ at the source.

Using Equation (1), we compute the en̄ differential flux at the
detector,
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e
e

p
F =n

n( ) ( ) ( )¯
¯
( )

with the electron antineutrino survival probability P 0.67ee =
and with D 50 kpcSN = the distance to SN 1987A.
We perform a Poisson likelihood analysis for the Kamio-

kande, IMB, and Baksan neutrino data of SN 1987A, including
background and detector efficiency effects. We implement the
analysis suggested in Pagliaroli et al. (2009) and Ianni et al.
(2009) that modifies the method of Loredo & Lamb (2002) in
the treatment of detector efficiency. We include only the
dominant inverse-beta decay (IBD) reaction (Strumia &
Vissani 2003). For detector efficiency and backgrounds, we
use the updates given by Vissani (2015).

Figure 1. Time series of the neutrino burst of SN 1987A. Blue (diamond), red
(circle), and black (cross) markers denote the reconstructed event energies for
the Kamiokande, IMB, and Baksan detectors, respectively, with 1s error bars.
Horizontal blue line denotes the traditional 7.5MeV threshold imposed in
analyses of the Kamiokande data. Note that the three time series are offset by
unknown relative delays, likely of the order of 100ms; here, we set these
delays to zero.

5 We also note that Kamiokande observed four additional events at times
17.6, 20.3, 21.4, and 23.8 s, with energies of 6.5, 5.4, 4.6, and 6.5 MeV,
respectively. These late-time events were below the threshold for the original
Kamiokande analysis. Nevertheless, they were included (together with proper
background treatment) in the likelihood analysis of Loredo & Lamb (2002),
Pagliaroli et al. (2009), and Ianni et al. (2009), and though we do not show
them in Figure 1, we include these events in our analysis too.

6 For reference, c 0 5.68L »( ) , c 2 118.26L »( ) , c 0 3.15T »( ) ,
and c 2 5.07T »( ) .
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phenomenological modeling of the neutrino mechanism and
add some more statistical analyses.

2. SN 1987A NEUTRINO DATA

Figure 1 depicts the time series of the SN 1987A neutrino
burst. Blue (diamond), red (circle), and black (cross) markers
denote the reconstructed event energies for the
Kamiokande (Hirata et al. 1987), IMB (Bionta et al. 1987),
and Baksan (Alekseev et al. 1987) detectors, respectively, with
1s error bars. Horizontal blue line denotes the traditional
7.5 MeV threshold imposed in analyses of Kamiokande data.
Note that the three time series are offset by unknown relative
delays, likely of the order of 100 ms. Here, we set these delays
to zero; this has no impact on our results.5

Figure 1 shows signal events from IMB (that had, reportedly,
no background) at t 5 s> . The Kamiokande event at
t 10.4 s= , with E 10 MeV>n , also has only a small
probability of being due to background (Loredo & Lamb
2002). For our purpose in this paper, the implication is that
neutrino emission should last for at least 5–10 s after core
collapse. Models like CITE, which predict BH formation on
timescales of t 1 3 sBH ~ – , must invoke another neutrino source
to replace the PNS cooling and accretion luminosity for
t tBH> . CITE can fulfill this requirement via accretion disk
luminosity. Nevertheless, before going into more detail, we can
conclude that CITE models that predict RIAS formation on
time tdisk> 5 s are excluded by the SN 1987A neutrino data of
IMB. It is thus important to investigate if reasonable stellar
profiles can be found in which CITE operates successfully with
an RIAS launch time tdisk≈ 5 s. We will tackle this task in
Section 3.

Please look again at Figure 1. Our main point in the rest of
this section is that the neutrino light curve is compatible with
two distinct physical mechanisms accounting for the initial
dense sequence of events on times t 2 3 s1 – , and the

subsequent reduced luminosity on times t 5 s> . In fact, there
is a time gap between the Kamiokande event at t 1.9 s= and
the next Kamiokande events at t 9 s> . A comparably
significant gap (the statement of significance requires modeling
that we provide later) exists between the IMB event at t 2.7 s=
and the next pair of events at t= 5 and 5.6 s.
The time gaps in the neutrino data were noted in, e.g.,

Spergel et al. (1987), Lattimer & Yahil (1989), and Suzuki &
Sato (1988). Spergel et al. (1987) commented on the possible
hint for a discontinuity, but fit a continuous exponential PNS
cooling model to the neutrino light curve, finding a reasonable
global fit. We have redone the analysis of Spergel et al. (1987)
and agree with their numbers. Indeed, the SN 1987A neutrino
data is too sparse for conclusive detailed modeling. However, it
is important to note that Spergel et al. (1987) and other analyses
(such as, e.g., Loredo & Lamb 2002; Ianni et al. 2009;
Pagliaroli et al. 2009) did not have a theoretical model
contender to the PNS accretion and cooling luminosity
predicted within the neutrino mechanism. The situation for us
is different. A time gap in the neutrino data, with intense PNS
luminosity for t t 1 3 sBH- ~ – , silence for a few seconds, and
renewed accretion disk luminosity, is precisely what we expect
from CITE. In the next subsections, we explore this point
further with some statistical analyses.

2.1. A Luminosity Drop at t 2~ s?

To obtain a basic assessment of the neutrino source
luminosity, we make two simplifying assumptions. (i) We
assume that the neutrino distribution function at the source is a
modified Fermi–Dirac spectrum with instantaneous temper-
ature T(t) and en̄ luminosity L ten ( )¯ :
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with the electron antineutrino survival probability P 0.67ee =
and with D 50 kpcSN = the distance to SN 1987A.
We perform a Poisson likelihood analysis for the Kamio-

kande, IMB, and Baksan neutrino data of SN 1987A, including
background and detector efficiency effects. We implement the
analysis suggested in Pagliaroli et al. (2009) and Ianni et al.
(2009) that modifies the method of Loredo & Lamb (2002) in
the treatment of detector efficiency. We include only the
dominant inverse-beta decay (IBD) reaction (Strumia &
Vissani 2003). For detector efficiency and backgrounds, we
use the updates given by Vissani (2015).

Figure 1. Time series of the neutrino burst of SN 1987A. Blue (diamond), red
(circle), and black (cross) markers denote the reconstructed event energies for
the Kamiokande, IMB, and Baksan detectors, respectively, with 1s error bars.
Horizontal blue line denotes the traditional 7.5MeV threshold imposed in
analyses of the Kamiokande data. Note that the three time series are offset by
unknown relative delays, likely of the order of 100ms; here, we set these
delays to zero.

5 We also note that Kamiokande observed four additional events at times
17.6, 20.3, 21.4, and 23.8 s, with energies of 6.5, 5.4, 4.6, and 6.5 MeV,
respectively. These late-time events were below the threshold for the original
Kamiokande analysis. Nevertheless, they were included (together with proper
background treatment) in the likelihood analysis of Loredo & Lamb (2002),
Pagliaroli et al. (2009), and Ianni et al. (2009), and though we do not show
them in Figure 1, we include these events in our analysis too.

6 For reference, c 0 5.68L »( ) , c 2 118.26L »( ) , c 0 3.15T »( ) ,
and c 2 5.07T »( ) .
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hint for a discontinuity, but fit a continuous exponential PNS
cooling model to the neutrino light curve, finding a reasonable
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is different. A time gap in the neutrino data, with intense PNS
luminosity for t t 1 3 sBH- ~ – , silence for a few seconds, and
renewed accretion disk luminosity, is precisely what we expect
from CITE. In the next subsections, we explore this point
further with some statistical analyses.

2.1. A Luminosity Drop at t 2~ s?
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assume that the neutrino distribution function at the source is a
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We perform a Poisson likelihood analysis for the Kamio-

kande, IMB, and Baksan neutrino data of SN 1987A, including
background and detector efficiency effects. We implement the
analysis suggested in Pagliaroli et al. (2009) and Ianni et al.
(2009) that modifies the method of Loredo & Lamb (2002) in
the treatment of detector efficiency. We include only the
dominant inverse-beta decay (IBD) reaction (Strumia &
Vissani 2003). For detector efficiency and backgrounds, we
use the updates given by Vissani (2015).

Figure 1. Time series of the neutrino burst of SN 1987A. Blue (diamond), red
(circle), and black (cross) markers denote the reconstructed event energies for
the Kamiokande, IMB, and Baksan detectors, respectively, with 1s error bars.
Horizontal blue line denotes the traditional 7.5MeV threshold imposed in
analyses of the Kamiokande data. Note that the three time series are offset by
unknown relative delays, likely of the order of 100ms; here, we set these
delays to zero.

5 We also note that Kamiokande observed four additional events at times
17.6, 20.3, 21.4, and 23.8 s, with energies of 6.5, 5.4, 4.6, and 6.5 MeV,
respectively. These late-time events were below the threshold for the original
Kamiokande analysis. Nevertheless, they were included (together with proper
background treatment) in the likelihood analysis of Loredo & Lamb (2002),
Pagliaroli et al. (2009), and Ianni et al. (2009), and though we do not show
them in Figure 1, we include these events in our analysis too.
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~7sec gap between first 8 and last 3 KII events 
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e.g. Perego et al, 1501.02845 [ApJ. 806 (2015), 275] 
``Pushing core-collapse supernovae to explosions”
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Nothing apparently wrong with direct BH formation in SN1987A. 
But essentially no one pursued this possibility. 

Why? …Example:

bitrary amounts of correlation!, normalized profile posteriors
are identical to the corresponding marginal distributions.
More generally, the approximation can range from excellent
to very poor, depending on how strongly the characteristic
scale of variation of the posterior varies with the parameters.
While we have not quantified how accurately these profile
posteriors approximate the corresponding marginals, our in-
vestigations of the behavior of the likelihood as a function of
the maximized parameters indicate that these curves ad-
equately display the regions of parameter space where most
of the posterior probability lies.
Figure 7"a! shows that the likelihood varies rather weakly

with # , with values over the entire range we searched, from
#!0.1 to #!3, having profile likelihoods that vary by less
than a factor of 8 "roughly the range of variation across two
standard deviations of a Gaussian distribution!. As already
noted, we focus attention on models with #!0.5 as being
representative of those found in supernova calculations based
on the delayed scenario. The point on the curve correspond-
ing to this model is indicated by a dot.

Figure 7"b! displays the (Ta ,$a) dependence of the pos-
terior for the #!0.5 model. For each value of (Ta ,$a), we
maximized the posterior with respect to the % and Tc ,0 cool-
ing parameters. The cooling time scale $c was fixed at its
best-fit value of 14.7 s for this calculation because maximi-
zation with respect to this parameter proved problematical
away from the peaks "extreme values were preferred!; the
most probable $c values in the vicinity of the peaks are near
this best-fit value. This figure clearly reveals the complicated
structure of the posterior. Three local modes are apparent.
One is at very small values of $a corresponding to accretion
components that account only for the first event in each de-
tector. Another is near $a!0.1 s, giving a duration just suf-
ficient to include the second KII event. The global mode at
Ta!2.00 MeV and $a!0.74 s has a peak density about 20
times greater than that at $a&0.1 s and thus contains most
of the posterior probability; the 0.74 s duration includes the
first six KII events. The posterior density falls very steeply
with increasing temperature, setting a firm upper limit on Ta
of &2.5 MeV for the most probable values of $a("0.2 s).
It falls less steeply with decreasing temperature, but Ta
#1.5 MeV is strongly excluded. There is an additional very
small mode, not shown, at $a&12 s, due to the late, soft KII
events, nos. 10–12.
The complicated structure of the posterior has prevented

us from calculating rigorous marginal credible regions for
the parameters of this model using the rejection method de-
scribed earlier. In the remainder of this section, we present
inferences conditioned on #!0.5 and on the resulting best-
fit values of Ta and $a , listed in Table V. More rigorous
calculations "for example, using Markov chains instead of
the rejection method; see Ref. '41(! should result in some-
what broader credible regions than those we will show here,
as a result of averaging over other values of the accretion
parameters. But since Ta and $a are fairly well determined
for the global mode, and since their best-fit values do not
change greatly with # , we do not believe more rigorous
credible regions would be substantially larger than those dis-
played here.
Figure 8 displays marginal distributions for the three pa-

rameters of the cooling component and for the three offset
times, conditioned on the best-fit accretion temperature and
time scale for #!0.5. It is instructive to compare these in-
ferences with those displayed in Fig. 3, based on the expo-
nential cooling model. The inferred value of % when an ac-
cretion component is present is substantially smaller, because
a significant number of the earliest, softest events is attrib-
uted to the accretion component. The temperature of the
cooling component is significantly higher than that in a
single-component model because the constraint placed on the
temperature by those early, soft events has been relaxed. In-
ferences for the cooling time scale must be more cautiously
compared, since the cooling components of these models
have different temporal behavior. In particular, for the expo-
nential cooling model, $ was the luminosity time scale, so
that 4$ is the temperature time scale. In the two-component
model studied here, $c is the temperature time scale. Its in-
ferred value is somewhat smaller than 4$ for the exponential
cooling model, but the rate of cooling is significantly less in

FIG. 7. Summaries of the posterior distribution for parameters
describing the accretion component of the displaced power-law
cooling and truncated accretion model. "a! The profile likelihood for
the dimensionless accretion mass, # . "b! The posterior for Ta and
$a , for #!0.5 and $c!14.7 s, maximized with respect to % and
Tc ,0 .
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fit values of Ta and $a , listed in Table V. More rigorous
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what broader credible regions than those we will show here,
as a result of averaging over other values of the accretion
parameters. But since Ta and $a are fairly well determined
for the global mode, and since their best-fit values do not
change greatly with # , we do not believe more rigorous
credible regions would be substantially larger than those dis-
played here.
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time scale for #!0.5. It is instructive to compare these in-
ferences with those displayed in Fig. 3, based on the expo-
nential cooling model. The inferred value of % when an ac-
cretion component is present is substantially smaller, because
a significant number of the earliest, softest events is attrib-
uted to the accretion component. The temperature of the
cooling component is significantly higher than that in a
single-component model because the constraint placed on the
temperature by those early, soft events has been relaxed. In-
ferences for the cooling time scale must be more cautiously
compared, since the cooling components of these models
have different temporal behavior. In particular, for the expo-
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The radii listed are those associated with the cooling compo-
nent, so that R!10!(D/50 kpc" km, as in Table IV. The
binding energies are the sum of the binding energy associ-
ated with the cooling component #given by Eq. $6.1"% and the
energy of the neutrinos emitted by the accretion component,
calculated according to

Ea

1053 erg
!4.14"10#2&! D

50 kpc" 2#0'dt! T$ t "
MeV" 6a$ t ".

$6.2"

The Ea contribution is also listed separately, in parentheses.
Equation $6.2" assumes that equal energy is emitted in elec-
tron neutrinos and electron antineutrinos, and that negligible
energy is emitted in neutrinos of other flavors since thermal
production of & and ( particles in the accreted matter is
suppressed due to the large masses of these leptons. This
suppression is not complete, so the actual accretion energy
may be slightly higher than Ea .
Since the neutrino flux and temperature never increase for

any of the two-component models, the best-fit offset times
are necessarily zero, and are not listed in Table V.
In Table V, we have set &!0.5 for all accretion models.

As we will demonstrate in Sec. VIII, the likelihood function
for the two-component models varies rather weakly with & ,
and has a very broad maximum at values of & significantly
larger than one. The maximum likelihood values are signifi-
cantly larger than expected theoretically, and imply an
amount of accreted material that would lead to formation of
a black hole on the time scale of ta , which is clearly incom-
patible with the detection of neutrinos at later times. We thus
set &!0.5 for these models, this being a characteristic value
in numerical calculations. This value is not excluded by the
broad likelihood function; in essence, we are using prior in-
formation to fix a parameter not usefully constrained by the
data.
Two sets of best-fit parameters are presented in each table:

values resulting from a joint analysis of all three data sets,
and values resulting from a joint analysis of only the KII and
IMB data. The latter are included for comparison with pre-
vious studies that did not include the Baksan data, and to
give an indication of the consistency of the Baksan data with
the KII and IMB data; we comment further on this later in
this section. Since we find all the data to be consistent, all of
our discussion of parameter values and model choice will be
based on results from the KII-IMB-Baksan analysis, except
where noted.
We defer comparison of the parameter values with theo-

retical expectations until after the best models are identified
and further studied.

B. Model comparison

Tables IV and V also list the value of the maximized
likelihood function for each model. The actual value of the
maximum likelihood is not directly meaningful; however,
when models are nested, the ratio of the maximum likeli-
hoods of competing models can be used to evaluate the BIC
approximation to the Bayes factor, and it can be used for a

frequentist likelihood ratio significance test. For conve-
nience, the likelihood values have been scaled to the value
found for the exponential cooling model. Note that the BIC
penalizes models according to the number of their param-
eters, so that the $approximate" Bayes factor can favor a
complicated model only if its maximum likelihood is larger
than that of a simpler competitor. Likelihoods for calcula-
tions with and without the Baksan data have been scaled
separately; these two classes of calculations cannot be com-
pared with each other because they use different sets of data.
All of the models have scaled likelihoods of order unity or

greater, with the exception of the constant temperature and
radius model, whose scaled maximum likelihood is )10#5.
Further, models with phases of constant or increasing lumi-
nosity all have best-fit parameters, indicating that the dura-
tion of any such phase is short, $1 s. Thus there is strong
evidence in the data for a neutrino luminosity that monotoni-
cally decreases throughout most of the burst, and the con-
stant temperature and radius model can be rejected.
The simplest of the remaining single-component cooling

models are the exponential dilution model and the exponen-
tial cooling at constant radius model, each of which describe
the neutrino emission with three parameters. The likelihood
of the dilution model is slightly larger than that of the cool-
ing model. Also, the model combining cooling and dilution
has a best-fit cooling time scale (T!' , indicating a prefer-
ence for dilution over cooling. However, this preference is
weak; the maximum likelihood for the dilution model is only
1.77 times higher than that for the cooling model. Thus al-
though the data indicate a neutrino flux that decreases sig-
nificantly over time scales )10 s, they cannot conclusively
distinguish dilution from cooling as the cause for the flux
decrease in a single-component model. We consider the ex-
ponential cooling model to be the more viable of these mod-
els because the characteristic radius and luminosity time
scale associated with the dilution model are much more dif-
ficult to reconcile with theoretical expectations than are the
characteristics of the cooling model.
The remaining two cooling models $displaced power-law

cooling, and thermal rise and fall with contraction" have
maximum likelihoods larger than that of the exponential
cooling model. However, they are both more complicated
than this model, requiring four or more parameters $in addi-
tion to the three offset times" to describe the neutrino emis-
sion. The BIC penalty for additional parameters #see Eq.
$2.11"% corresponds to a factor of 1/5.4 per extra parameter
for the KII-IMB-Baksan fits, and 1/4.9 per extra parameter
for the KII-IMB fits. The approximate Bayes factors for the
two more complicated models are thus approximately unity
or less. In addition, more careful accounting of our prior
information about properties of the neutron star formed by
the supernova would likely decrease the Bayes factors for the
complicated models even further. This can be seen as fol-
lows.
The likelihood for each model is the prior-weighted aver-

age of the likelihood function for its parameters. The expo-
nential cooling model has best-fit parameter values that im-
ply binding energies and radii significantly in excess of those
expected for a neutron star, even presuming the stiffest ac-
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Nothing apparently wrong with direct BH formation in SN1987A. 
But essentially no one pursued this possibility. 

Why? …Example:

Loredo & Lamb, astro-ph/0107260 [PRD65 (2002), 063002]

The radii listed are those associated with the cooling compo-
nent, so that R!10!(D/50 kpc" km, as in Table IV. The
binding energies are the sum of the binding energy associ-
ated with the cooling component #given by Eq. $6.1"% and the
energy of the neutrinos emitted by the accretion component,
calculated according to

Ea

1053 erg
!4.14"10#2&! D

50 kpc" 2#0'dt! T$ t "
MeV" 6a$ t ".

$6.2"

The Ea contribution is also listed separately, in parentheses.
Equation $6.2" assumes that equal energy is emitted in elec-
tron neutrinos and electron antineutrinos, and that negligible
energy is emitted in neutrinos of other flavors since thermal
production of & and ( particles in the accreted matter is
suppressed due to the large masses of these leptons. This
suppression is not complete, so the actual accretion energy
may be slightly higher than Ea .
Since the neutrino flux and temperature never increase for

any of the two-component models, the best-fit offset times
are necessarily zero, and are not listed in Table V.
In Table V, we have set &!0.5 for all accretion models.

As we will demonstrate in Sec. VIII, the likelihood function
for the two-component models varies rather weakly with & ,
and has a very broad maximum at values of & significantly
larger than one. The maximum likelihood values are signifi-
cantly larger than expected theoretically, and imply an
amount of accreted material that would lead to formation of
a black hole on the time scale of ta , which is clearly incom-
patible with the detection of neutrinos at later times. We thus
set &!0.5 for these models, this being a characteristic value
in numerical calculations. This value is not excluded by the
broad likelihood function; in essence, we are using prior in-
formation to fix a parameter not usefully constrained by the
data.
Two sets of best-fit parameters are presented in each table:

values resulting from a joint analysis of all three data sets,
and values resulting from a joint analysis of only the KII and
IMB data. The latter are included for comparison with pre-
vious studies that did not include the Baksan data, and to
give an indication of the consistency of the Baksan data with
the KII and IMB data; we comment further on this later in
this section. Since we find all the data to be consistent, all of
our discussion of parameter values and model choice will be
based on results from the KII-IMB-Baksan analysis, except
where noted.
We defer comparison of the parameter values with theo-

retical expectations until after the best models are identified
and further studied.

B. Model comparison

Tables IV and V also list the value of the maximized
likelihood function for each model. The actual value of the
maximum likelihood is not directly meaningful; however,
when models are nested, the ratio of the maximum likeli-
hoods of competing models can be used to evaluate the BIC
approximation to the Bayes factor, and it can be used for a

frequentist likelihood ratio significance test. For conve-
nience, the likelihood values have been scaled to the value
found for the exponential cooling model. Note that the BIC
penalizes models according to the number of their param-
eters, so that the $approximate" Bayes factor can favor a
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All of the models have scaled likelihoods of order unity or

greater, with the exception of the constant temperature and
radius model, whose scaled maximum likelihood is )10#5.
Further, models with phases of constant or increasing lumi-
nosity all have best-fit parameters, indicating that the dura-
tion of any such phase is short, $1 s. Thus there is strong
evidence in the data for a neutrino luminosity that monotoni-
cally decreases throughout most of the burst, and the con-
stant temperature and radius model can be rejected.
The simplest of the remaining single-component cooling

models are the exponential dilution model and the exponen-
tial cooling at constant radius model, each of which describe
the neutrino emission with three parameters. The likelihood
of the dilution model is slightly larger than that of the cool-
ing model. Also, the model combining cooling and dilution
has a best-fit cooling time scale (T!' , indicating a prefer-
ence for dilution over cooling. However, this preference is
weak; the maximum likelihood for the dilution model is only
1.77 times higher than that for the cooling model. Thus al-
though the data indicate a neutrino flux that decreases sig-
nificantly over time scales )10 s, they cannot conclusively
distinguish dilution from cooling as the cause for the flux
decrease in a single-component model. We consider the ex-
ponential cooling model to be the more viable of these mod-
els because the characteristic radius and luminosity time
scale associated with the dilution model are much more dif-
ficult to reconcile with theoretical expectations than are the
characteristics of the cooling model.
The remaining two cooling models $displaced power-law

cooling, and thermal rise and fall with contraction" have
maximum likelihoods larger than that of the exponential
cooling model. However, they are both more complicated
than this model, requiring four or more parameters $in addi-
tion to the three offset times" to describe the neutrino emis-
sion. The BIC penalty for additional parameters #see Eq.
$2.11"% corresponds to a factor of 1/5.4 per extra parameter
for the KII-IMB-Baksan fits, and 1/4.9 per extra parameter
for the KII-IMB fits. The approximate Bayes factors for the
two more complicated models are thus approximately unity
or less. In addition, more careful accounting of our prior
information about properties of the neutron star formed by
the supernova would likely decrease the Bayes factors for the
complicated models even further. This can be seen as fol-
lows.
The likelihood for each model is the prior-weighted aver-

age of the likelihood function for its parameters. The expo-
nential cooling model has best-fit parameter values that im-
ply binding energies and radii significantly in excess of those
expected for a neutron star, even presuming the stiffest ac-
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If the neutrino mechanism fails: black hole (BH) forms within ~(1-3) sec
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What happens next? If the star is rotating => accretion disk

If the neutrino mechanism fails: black hole (BH) forms within ~(1-3) sec
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What happens next? If the star is rotating => accretion disk

If the neutrino mechanism fails: black hole (BH) forms within ~(1-3) sec
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Hirschi, Meynet, Maeder  
astro-ph/0406552 [A&A 425 (2004) 649-670]
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FIG. 3.ÈVelocity Ðeld in model 14A at t \ 0.751 s showing early disk formation as centrifugal forces begin to halt accretion near the equator and a
toroidal accretion shock forms at about 550 km. Meanwhile accretion along the polar axis proceeds relatively uninhibited. The largest infall velocities just
outside the accretion shock in the equator are about 25,000 km s~1 and at the pole 55,000 km s~1. Material impacting the disk at high latitude is channeled
into the accretion column. Some circulation in the disk is apparent. The color coding is speciÐc angular momentum (cm2 s~1). Because velocity arrows in this
and subsequent Ðgures have their tails in the zone they represent, the spherical inner boundary at 50 km is obscured.

passes through the shock (Fig. 5). Interesting deviations
from this steady state exist outside the inner accretion
shock, but the disk responds promptly to these variations
and between 50 and 200 km, mass Ñux is very nearly con-
stant. The steady state disk for model 14A has low mass, a
few thousandths of a solar mass. Later we shall see that the
mass of the disk varies roughly inversely with the viscosity
parameter, a, and can become much larger for low-viscosity
disks (PWF and ° 4.2).

Figure 6 shows the physical conditions in the equatorial
plane of model 14A at a time 7.598 s after core collapse,
when the accretion rate is 0.12 s~1 and the black holeM

_mass 3.5 The density, temperature, rotation rate, radialM
_

.
velocity, angular momentum, and density scale height are
all shown as a function of radius for the inner 10,000 km of
the problem (the outer boundary of the grid was at 50,000
km). All of these quantities are compared with the semi-

analytic solution of PWF. The latter is a steady state one-
dimensional ““ slim disk ÏÏ solution for a 3 SchwarzschildM

_black hole (a \ 0), with viscosity parameter a \ 0.1, accret-
ing at 0.1 s~1. The PWF model also included terms inM

_the EOS to represent approximately the e†ects of electrons
(degenerate and nondegenerate) and pairs though our EOS
(Blinnikov et al. 1996) is more accurate and general. Photo-
disintegration and neutrino emission were treated in a
similar way in both studies. However, the PWF calculation
was one dimensional (the disk was vertically averaged) and
assumed steady state. Its great strength was its ability to
follow disks, for various choices of accretion rate, disk vis-
cosity, and hole mass, into the deepest regions, where most
of the energy is released and general relativity is increas-
ingly important, especially for rapidly rotating black holes.

The good agreement with PWF, in the region where a
steady state disk ought to exist (interior to 300 km), serves

t=7.6 sec

Accretion disk does 2 things: 
1. Neutrino luminosity reignites 
2. A chain of events is triggered, that can explode the star

What happens next? If the star is rotating => accretion disk

If the neutrino mechanism fails: black hole (BH) forms within ~(1-3) sec

MacFadyen & Woosley, astro-ph/9810274 [ApJ. 524, 262 (1999)]
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n e+ → p ν̄e
p e− → n νe
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Figure 2. Dynamical evolution of the collapse for the initial conditions of Figure 1. Panels (a-c): logarithmic density maps at different times since collapse with
isotope contours of He (red, XHe = 0.1, 0.2, 0.45) and 56Ni (black, XNi = 0.1). Panel (d): rate of thermonuclear energy production, Ėburn (red), accumulated
thermonuclear energy produced, Eburn (blue), and total KE of mass elements with positive radial (spherical) velocity, Ekin(vr > 0) (black).
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If the neutrino mechanism fails: black hole (BH) forms within ~(1-3) sec
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thermonuclear energy produced, Eburn (blue), and total KE of mass elements with positive radial (spherical) velocity, Ekin(vr > 0) (black).

Explosion well resolved. Rotation compatible with stellar models. 

Initial composition of the star differs from stellar models: is it sensible?

What happens next? If the star is rotating => accretion disk => CITE

If the neutrino mechanism fails: black hole (BH) forms within ~(1-3) sec
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What happens next? If the star is rotating => accretion disk => CITE

If the neutrino mechanism fails: black hole (BH) forms within ~(1-3) sec

KB & Kushnir, 1601.03422 [ApJ. 828, 31 (2016)]:  
The case for prompt black hole formation in SN1987A 
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     Simulation:  MNi ~ 0.035       ,  Ekin ~ 0.6x1051 erg 

SN1987A observed:  MNi ~ 0.07       ,    Ekin ~ 1.5x1051 erg
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Mayle et al (1989) 
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Raffelt criterion based on simulations: 
Mayle et al (1989) 
Burrows et al (1989) 

Not supernova simulations: 
Proto-neutron star (PNS)  
simulations. 

By construction, by t>2 sec 
there was nothing there  
to make neutrinos 
apart from the PNS.
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Disk neutrinos can explain late-time events in SN1987A. 
It was those late time events,  
on which the axion bound was based.

Axions do not affect the neutrino emission of the disk.
Bar, KB, D’Amico, arXiv:1907.05020
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Disk neutrinos can explain late-time events in SN1987A. 
It was those late time events,  
on which the axion bound was based.

Axions do not affect the neutrino emission of the disk.
Bar, KB, D’Amico, arXiv:1907.05020

!33

Neutrinos flow out of the disk, while in the PNS they are stuck,  
letting axions win.

ϵν̄e

ϵa
≈ 3.4 × 108 ( 109 g cm−3

ρ ) ( T
2.5 MeV )

2.5

( fa
4 × 108 GeV )

2

If SN1987A happened to be CITE,  
then I don’t see an axion bound.

lν̄e
∼ 3 × 103 ( 109 g cm−3

ρ ) ( 10 MeV
Eν )

2

km ∼{ disk

PNS
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ν
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Summary: 
  
SN1987A may have been a thermonuclear,  
rather than a neutrino-driven explosion. 

* Luminosity drop at           sec: BH formation? 
* No pulsar in the remnant? 
* Events at           sec: accretion luminosity 
* Many BHs out there with                          ? 

t ∼ 3

Lν̄e
≈ Lνe

≫ Lνx
t > 5

MBH ∼ few M⊙

KB & Kushnir, 1601.03422  
[ApJ. 828, 31 (2016)]

Bar, KB, D’Amico, 1811.11178  
[PRD99 (2019) no.12, 123004]

* Is there a supernova bound on axions? Bar, KB, D’Amico, 1907.05020
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Bar, KB, D’Amico, arXiv:1811.11178 [PRD99 (2019) no.12, 123004]

Accretion luminosity
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neutrino mechanism

�

FIG. 1: Cartoon of luminosity ratio vs. post-bounce time. For tPB . 0.2 sec di↵erent explosion mechanisms agree. Then, CITE
predicts an extended period of accretion that may last for several seconds. On the other hand, around tPB ⇠ 0.2� 0.4 sec, the
D⌫M predicts that the explosion should start, after which neutrino emission is dominated by PNS cooling. (Note that residual
accretion in the D⌫M could increase L⌫̄

e

/L⌫
x

above the pure PNS cooling limit, shown by the dotted line.) In this work we
focus on the observational identification of L⌫̄

e

/L⌫
x

> 1 during tPB & 0.2 sec.

Can the neutrino flavour at the source be measured by terrestrial detectors? the answer is yes, for specific flavour
observables, given the appropriate detector, and assuming that some theoretical features of neutrino oscillations are
understood. Consider the ratio:

R =
number of pES events

number of IBD events
, (2)

measurable in a scintillation detector like JUNO [46], currently under construction (see also the LENA [47] proposal).
Here, pES denotes neutrino-proton elastic scattering, ⌫+p ! ⌫+p, sensitive to all neutrino species5, and IBD stands
for inverse beta decay, ⌫̄e+p ! e++n. Obviously, R measures neutrino flavour at Earth. Connecting this information
to flavour at the source is a nontrivial task, requiring knowledge of neutrino propagation and detection cross sections.
Even once this is achieved, theoretical uncertainties in the source itself could a↵ect the interpretation of the results.
Our goal in this work is to study both sources of uncertainty, those related to propagation and detection and those
related to source modelling. The end result of our analysis is that with a realistic treatment of all of these e↵ects,
in the event of a galactic CCSN JUNO could identify fē & 2 (predicted in CITE throughout the neutrino burst for
t & 0.3 sec post-bounce) from fē ⇠ 1 (predicted in the simple PNS cooling limit, which could characterise the D⌫M
once explosion starts), with high significance.

There are several caveats. The most important caveat is due to neutrino self-induced oscillations at the source,
which is an open theoretical problem. We will assume that self-induced oscillations do not play an important role in
the neutrino propagation. This assumption appears realistic for the prolonged accretion scenario (CITE) [48–50], but
it may be less realistic for the D⌫M. A second caveat is the theoretical uncertainty on the pES cross section. There
is a proposal to eliminate this problem [51], possibly in JUNO itself, and we assume that this program succeeds. We
find that all of the other issues, including the theoretical uncertainty in progenitor star properties and EoS, are under
control, in the sense that accretion-dominated neutrino emission leads to robust predictions and can be distinguished
from PNS cooling.

CCSN neutrino flavour and the relevant capabilities of scintillation detectors were studied in a number of previous
works [7, 52–63]. Ref. [52, 53, 56] highlighted the importance of pES as a probe of the total neutrino flux at the
source. Ref. [55] analysed the prospects for measuring the spectrum of CCSN ⌫e via various sub-leading reactions
in scintillation detectors (following [54] which considered the measurement of ⌫e in water Cherenkov detectors doped
with Gadolinium). Still focusing on ⌫e, Ref. [56] took a similar approach to ours, in that the neutrino spectra were
based on numerical simulations [6] and the need to fit for an a-priori unknown spectral shape was accounted for.
The neutronization, accretion, and PNS cooling phases of the neutrino burst were analysed w.r.t. the capabilities of
the water Cherenkov detectors Super-K [64] and Hyper-K [65] and the liquid Ar detector DUNE [66]. Ref. [57–61]
presented likelihood analyses of spectral reconstruction in water Cherenkov detectors, assuming analytic equipartition
(PNS cooling) source models.

5
Almost equally; see Sec. III B and App. B.
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specifically the pES/IBD event rate ratio, provides a robust
test of a continued accretion phase.
This paper is structured as follows. In Sec. II we

demonstrate the basic physical features of the accretion-
dominated neutrino luminosity, expected to characterise the
neutrino light-curve in CITE and also in the early stages of
the CCSN in the DνM. We use numerical simulations to
illustrate the discussion. For completeness, in Appendix A
we review analogous results from numerical simulations
conducted by different groups and using different codes.
In Sec. III we discuss channels for CCSN neutrino

detection in a scintillation detector, focusing on JUNO. We
highlight the IBD and pES channels, which are dominant in
terms of event statistics, and explain our analysis strategy
including cuts in the deposited energy spectrum. The
importance of achieving a low quenched proton recoil
energy threshold is explained. Some cross section formulas
are collected in Appendix B.
In Sec. IV we describe our treatment of neutrino flavor

conversion in the CCSN, relating flavor-specific neutrino
source luminosities to the luminosities at Earth. In the
case of CITE, neutrino propagation proceeds in the deep
adiabatic regime throughout the first few seconds after
core-collapse. We explain this result in Appendix C.
In Sec. V we analyze results from numerical simulations.

Our main goal in this section is to explore (i) the theoretical
uncertainty arising from different progenitor stars and
EoS, and (ii) realistic statistical uncertainties for a galactic
CCSN. We also study the impact of uncertainties in
neutrino oscillation parameters.
In Sec. VI we summarize our results.
The numerical simulations we use in the paper are 1D.

In Appendix D we show that core rotation—that is required
to some extent, at least in the CITE scenario—is expected

to make only a small perturbation over the 1D results
during the first few seconds of the neutrino burst.

II. ν̄e=νx RATIO DURING THE ACCRETION PHASE

Our goal in this section is to clarify the origin of the
accretion luminosity, that leads to excess νe, ν̄e compared
to the x-flavors. In Fig. 2 we show radial profiles of the
neutrino luminosity per flavor at fixed time, for two
postbounce times t ¼ 0.2, 0.34 sec (left and right panels,
respectively) during the accretion phase, calculated with the
(nonexploding) open-source general-relativistic hydrody-
namics 1D code GR1D [69,70] for a 15 M⊙ progenitor
star,7 with the SLy4 EoS [71,72]. Black solid (dashed) lines
show the optical depth to IBD (pES), the first being the key
quantity for ν̄e and the second for νx. Both are computed for
neutrino energy Eν ¼ 20 MeV.
The νe, ν̄e luminosities in Fig. 2 are dominated by nucleon

conversion, pþ e− → nþ νe and nþ eþ → pþ ν̄e, and
e−eþ annihilation taking place in the region below the
accretion shock and above the neutrinosphere. Lν̄e and Lνe
continue to build up in the optically thin region (τpES,
τIBD < 1), all the way to the location of the accretion shock,
at which point the luminosity saturates. The contribution
to the luminosity coming from the optically thin region,
is what we refer to as accretion luminosity. In contrast,
x-flavor emission saturates on smaller radii near the x-flavor
neutrinosphere (τpES ≈ 1).
The ratio fē ¼ Lν̄e=Lνx , computed for both panels of

Fig. 2, is shown in Fig. 3 as a function of distance from the
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FIG. 2. Snapshots of the radial profiles of the neutrino luminosity per flavor (solid blue, dashed red, dot-dashed green referring to νe,
ν̄e, νx, respectively), during the accretion phase, calculated with GR1D. Solid (dashed) black line shows the optical depth to scattering
for IBD (pES) for a neutrino with energy Eν ¼ 20 MeV. Left: t ¼ 0.2 sec post-bounce. Right: t ¼ 0.34 sec postbounce.

7Our progenitor profiles are taken from the nonrotating, solar
metallicity sample of [40] (see https://2sn.org/stellarevolution/
data.shtml). Masses refer to zero-age main-sequence.
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SN1987A-like, 10kpc away, JUNO [optimistic (?) T’ proton recoil threshold]
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FIG. 8: Top: The observable R vs. post-bounce time tPB, calculated for a galactic CCSN occurring 10kpc away and
measured by JUNO with a reconstructed proton recoil energy threshold T 0

min = 0.2 MeV. Thick lines (all occurring below
R = 0.5) correspond to a direct simulation of CITE. Thin lines (all occurring above R = 0.5) correspond to the PNS cooling
limit of the D⌫M, explained in the text. Based on the 15 M�, 20 M�, and 30 M� progenitor star GR1D simulations, with 3
di↵erent assumed nuclear EoS. Error bars denote 1� statistical uncertainties. Calculated assuming adiabatic matter-induced
flavour conversions with normal neutrino mass hierarchy. Bottom: same as the top panel, but with reconstructed proton recoil
energy threshold T 0

min = 0.04 MeV.

To study the sensitivity of R to modelling uncertainties, we therefore use Eq. (8) and vary the parameters a⌫
↵

,
hE⌫

↵

i, and L⌫
↵

within a reasonable range. For simplicity, we fix the ⌫̄e and ⌫e spectral parameters to be equal,
setting a⌫̄

e

= a⌫
e

, hE⌫̄
e

i = hE⌫
e

i, and L⌫̄
e

= L⌫
e

. We allow the ⌫x parameters to vary independently from those
of ⌫e, apart from the constraint 0.5 < hE⌫

x

i/hE⌫
e

i < 2. Comparing to the numerical simulations, we note that
the approximations a⌫

e

⇡ a⌫̄
e

and hE⌫
e

i ⇡ hE⌫̄
e

i are, in fact, not very good: the GR1D ⌫e spectra are softer than
those of ⌫̄e (the approximation L⌫̄

e

⇡ L⌫
e

appears, however, accurate12). Nevertheless, relaxing the ⌫̄e � ⌫e spectral

12 A similar trend is seen, e.g., in the simulations of Ref. [75]. We suspect that the ⌫e spectrum may be softer than the ⌫̄e spectrum,
despite having almost equal luminosities, because of ⌫ee� ! ⌫ee� elastic scattering distorting the shape of the ⌫e spectrum on its way
out of the star, without appreciably a↵ecting the total energy carried by it. However, we did not investigate this issue further.
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MSW matter potential deep adiabatic (but self-induced conversion?…)
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Axions can drain the PNS core of energy, but do not affect neutrino luminosity at t<3 sec 
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Ėburn [erg s−1]
Eburn [erg]
Ekin(vr > 0) [erg]

(d)

Figure 2. Dynamical evolution of the collapse for the initial conditions of Figure 1. Panels (a-c): logarithmic density maps at different times since collapse with
isotope contours of He (red, XHe = 0.1, 0.2, 0.45) and 56Ni (black, XNi = 0.1). Panel (d): rate of thermonuclear energy production, Ėburn (red), accumulated
thermonuclear energy produced, Eburn (blue), and total KE of mass elements with positive radial (spherical) velocity, Ekin(vr > 0) (black).
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isotope contours of He (red, XHe = 0.1, 0.2, 0.45) and 56Ni (black, XNi = 0.1). Panel (d): rate of thermonuclear energy production, Ėburn (red), accumulated
thermonuclear energy produced, Eburn (blue), and total KE of mass elements with positive radial (spherical) velocity, Ekin(vr > 0) (black).
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Kushnir, 1502.03111

Collapse-induced thermonuclear explosion (CITE)

What happens next? If the star is rotating => accretion disk => CITE

If the neutrino mechanism fails: black hole (BH) forms within a few sec
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This simulation explodes and gives:  MNi ~ 0.08       ,   Ekin ~ 1.3x1051 erg 

                         SN1987A observed:  MNi ~ 0.07       ,   Ekin ~ 1.5x1051 erg 

M⊙

M⊙



Accretion disk luminosity could last for as long as ~25 sec or so. 
Amplitude decreasing with decreasing accretion rate. 

There are KII events at 17-24 sec; 
consistent with background, but may include signal.
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The explosion of SN1987A and the neutrino signal are commonly  
interpreted within — and as sign of — the delayed neutrino mechanism               . 

The literature can be confusing.

(DνM)
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localized blob of warm dust with temperature ' 33 K
compared to that of the surrounding dust, ' (17-22) K.
The observed SiO and CO gas temperatures and the ex-
cess luminosity of the blob require the compact source
to have an estimated power of L

cs

= (40-90)L�, where
L� = 3.826 ⇥ 1033 erg s�1 is the solar luminosity, if the
source is embedded in the dust blob. However, if the
source is not located within the blob, but heats it from
afar, the source must have a power somewhat greater
than L

cs

.
In proposing a compact object in the remnant of SN

1987A as the most likely explanation for the observed
excess dust blob emission, Cigan et al. (2019) had to rule
out alternative possibilities, the foremost of which was
heating by the decay of 44Ti synthesized by SN 1987A.
While the warm, extended dust is expected to be ra-
dioactively heated by 44Ti, this is unlikely for the con-
centrated, warmer blob. The existence of a single, high-
density clump of 44Ti seems implausible, and even if it
were formed, its heating would not be strongly localized
because of optically thin conditions to the 44Ti �-rays
as discussed in Section 2.

Cigan et al. (2019) also noted that there is an o↵set
between the location of brightest pixel of the warm blob
and the center of the SNR at the original position of the
progenitor star. This displacement, which could be asso-
ciated with the supernova kick imparted to the compact
object, is between about 20 mas and 85 mas, depend-
ing on how the center of the explosion is determined,
e.g., by fitting the geometrical center of the 315 GHz
emission seen by ALMA (Cigan et al. 2019), the ATCA
radio ring continuum (Potter et al. 2009), or the ring
hot spots on HST images (Alp et al. 2018). If connected
with a supernova kick, the velocity component trans-
verse to the line of sight is between 160 km/s and nearly
700 km/s (for the 51.4 kpc distance to the LMC). In
addition, the kick, judging from the distribution of iron-
group and intermediate-mass elements (Larsson et al.
2016), should have a northerly component in the sky
(Janka et al. 2017), which matches the orientation of
the dust blob with respect to the original position of
the progenitor. This o↵ers evidence that the compact
source is nearby or even surrounded by the blob.

Specifically, Janka et al. (2017) analysed the geome-
try of Fe and Si in a set of 3D supernova simulations
for matching the shape and mass of the Fe+Si distri-
bution of SN 1987A as determined by Larsson et al.
(2016). The best-fit model, L15-1, had also been con-
sidered (Abellán et al. 2017) with respect to the dis-
tribution of molecular CO 2-1 and SiO 5-4 emission in
the ejecta of SN 1987A, and well-fits the size, shape
and clumpy character of its apparent ring geometry.

By orienting the Fe+Si ejecta of this model with re-
spect to the ring plane and observer direction to obtain
the asymmetry seen in SN 1987A, the supernova kick
turned out to have a northern component. The main
reason for this is a big Fe+Si mass located below the
ring plane of SN 1987A, south of the connecting line to
the observer. 3D explosion simulations show that the
supernova kick vector and the bulk mass of iron-group
and intermediate-mass elements should lie in opposite
hemispheres (Wongwathanarat et al. 2013), compatible
with observations (Katsuda et al. 2018; Holland-Ashford
et al. 2017). The same 3D supernova model, L15-1, also
allowed for a reasonable match of the redshift of the 44Ti
emission and of the 56Co 847 keV line profile observed
in SN 1987A (Jerkstrand et al. 2020). The resulting
angle between the supernova kick vector and observer
direction should be about 30 degrees, and most likely
less than about 90 degrees (Jerkstrand et al. 2020). The
model L15-1 had a kick velocity only around 300 km/s,
while the actual kick may have been 500 km/s or more,
but the additional expense of fine-tuning was considered
not worthwhile.

That the explosion was significantly asymmetric is not
in doubt, since radioactive 56Co debris is seen mostly
moving away from us (McCray & Fransson 2016). A
NuSTAR observation(Boggs et al. 2015) also shows that
44Ti is considerably redshifted, suggesting a kick veloc-
ity component along the line of sight towards us of sev-
eral hundred km/s. With a transverse component of
160 km/s the compact source in SN1987A would have a
space velocity near the peak of the distribution observed
for young pulsars, whereas a transverse component of
nearly 700 km/s would place it in the high-velocity tail.

Explosion models of Utrobin et al. (2019) for state-
of-the-art progenitor models of SN 1987A indicate the
baryon mass, MB , of its compact remnant to be (1.35-
1.66)M�, while Ertl et al. (2020) predict (1.48-1.56)M�
for single-star progenitors and (1.38-1.75)M� for bi-
nary progenitor1. These baryon masses translate to a
gravitational mass M ' (1.22-1.62)M� using the EOS-
independent relation (Lattimer & Prakash 2001)

MB � M

M
' (1.2 ± 0.1)

�

2 � �
, (1)

1 We have dropped results with the progenitors B15 in Utrobin
et al. (2019) and W15 in Ertl et al. (2020) (which is the same
model) because its He core mass is too small to explain the light
curve peak, its pre-SN luminosity is too small, and it ejects too
little O. Additionally, we omitted cases from Utrobin et al. (2019)
with too-little ejected nickel or too-high explosion energies.
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localized blob of warm dust with temperature ' 33 K
compared to that of the surrounding dust, ' (17-22) K.
The observed SiO and CO gas temperatures and the ex-
cess luminosity of the blob require the compact source
to have an estimated power of L
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= (40-90)L�, where
L� = 3.826 ⇥ 1033 erg s�1 is the solar luminosity, if the
source is embedded in the dust blob. However, if the
source is not located within the blob, but heats it from
afar, the source must have a power somewhat greater
than L
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1987A as the most likely explanation for the observed
excess dust blob emission, Cigan et al. (2019) had to rule
out alternative possibilities, the foremost of which was
heating by the decay of 44Ti synthesized by SN 1987A.
While the warm, extended dust is expected to be ra-
dioactively heated by 44Ti, this is unlikely for the con-
centrated, warmer blob. The existence of a single, high-
density clump of 44Ti seems implausible, and even if it
were formed, its heating would not be strongly localized
because of optically thin conditions to the 44Ti �-rays
as discussed in Section 2.

Cigan et al. (2019) also noted that there is an o↵set
between the location of brightest pixel of the warm blob
and the center of the SNR at the original position of the
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ciated with the supernova kick imparted to the compact
object, is between about 20 mas and 85 mas, depend-
ing on how the center of the explosion is determined,
e.g., by fitting the geometrical center of the 315 GHz
emission seen by ALMA (Cigan et al. 2019), the ATCA
radio ring continuum (Potter et al. 2009), or the ring
hot spots on HST images (Alp et al. 2018). If connected
with a supernova kick, the velocity component trans-
verse to the line of sight is between 160 km/s and nearly
700 km/s (for the 51.4 kpc distance to the LMC). In
addition, the kick, judging from the distribution of iron-
group and intermediate-mass elements (Larsson et al.
2016), should have a northerly component in the sky
(Janka et al. 2017), which matches the orientation of
the dust blob with respect to the original position of
the progenitor. This o↵ers evidence that the compact
source is nearby or even surrounded by the blob.

Specifically, Janka et al. (2017) analysed the geome-
try of Fe and Si in a set of 3D supernova simulations
for matching the shape and mass of the Fe+Si distri-
bution of SN 1987A as determined by Larsson et al.
(2016). The best-fit model, L15-1, had also been con-
sidered (Abellán et al. 2017) with respect to the dis-
tribution of molecular CO 2-1 and SiO 5-4 emission in
the ejecta of SN 1987A, and well-fits the size, shape
and clumpy character of its apparent ring geometry.

By orienting the Fe+Si ejecta of this model with re-
spect to the ring plane and observer direction to obtain
the asymmetry seen in SN 1987A, the supernova kick
turned out to have a northern component. The main
reason for this is a big Fe+Si mass located below the
ring plane of SN 1987A, south of the connecting line to
the observer. 3D explosion simulations show that the
supernova kick vector and the bulk mass of iron-group
and intermediate-mass elements should lie in opposite
hemispheres (Wongwathanarat et al. 2013), compatible
with observations (Katsuda et al. 2018; Holland-Ashford
et al. 2017). The same 3D supernova model, L15-1, also
allowed for a reasonable match of the redshift of the 44Ti
emission and of the 56Co 847 keV line profile observed
in SN 1987A (Jerkstrand et al. 2020). The resulting
angle between the supernova kick vector and observer
direction should be about 30 degrees, and most likely
less than about 90 degrees (Jerkstrand et al. 2020). The
model L15-1 had a kick velocity only around 300 km/s,
while the actual kick may have been 500 km/s or more,
but the additional expense of fine-tuning was considered
not worthwhile.

That the explosion was significantly asymmetric is not
in doubt, since radioactive 56Co debris is seen mostly
moving away from us (McCray & Fransson 2016). A
NuSTAR observation(Boggs et al. 2015) also shows that
44Ti is considerably redshifted, suggesting a kick veloc-
ity component along the line of sight towards us of sev-
eral hundred km/s. With a transverse component of
160 km/s the compact source in SN1987A would have a
space velocity near the peak of the distribution observed
for young pulsars, whereas a transverse component of
nearly 700 km/s would place it in the high-velocity tail.

Explosion models of Utrobin et al. (2019) for state-
of-the-art progenitor models of SN 1987A indicate the
baryon mass, MB , of its compact remnant to be (1.35-
1.66)M�, while Ertl et al. (2020) predict (1.48-1.56)M�
for single-star progenitors and (1.38-1.75)M� for bi-
nary progenitor1. These baryon masses translate to a
gravitational mass M ' (1.22-1.62)M� using the EOS-
independent relation (Lattimer & Prakash 2001)

MB � M

M
' (1.2 ± 0.1)

�

2 � �
, (1)

1 We have dropped results with the progenitors B15 in Utrobin
et al. (2019) and W15 in Ertl et al. (2020) (which is the same
model) because its He core mass is too small to explain the light
curve peak, its pre-SN luminosity is too small, and it ejects too
little O. Additionally, we omitted cases from Utrobin et al. (2019)
with too-little ejected nickel or too-high explosion energies.
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where � = GM/Rc2 and R ' 11.5 ± 1 km is the typical
neutron star radius2. These values are well below the
measured masses, M >⇠ 2M�, of several pulsars (PSR
J1614-2230, Demorest et al. 2010; PSR J0348+0432,
Antoniadis et al. 2013; and PSR J0740+6620, Cromartie
et al. 2020), as well as an inferred upper limit to the neu-
tron star maximum mass M

max

<⇠ (2.2�2.3)M� (Mar-
galit & Metzger 2017) from GW170817, which strongly
suggests that a black hole remnant in SN 1987A is un-
likely. We assume in this paper that the compact rem-
nant produced by SN 1987A is most likely a neutron
star, hereafter called NS 1987A, which is also possibly a
pulsar.

If the neutron star is enclosed within the blob, the
most natural explanation is that the blob is heated by
its thermal emission L

th

. As we show in Section 4, the
expected L

th

of a 30 year old neutron star is within a
factor 3 of the inferred excess blob luminosity. The al-
ternative explanation, that the entire spindown power
of a pulsar heats the surrounding blob, is disfavored by
the fine-tuning of the rotational period P and magnetic
field B of the young neutron star that would be required.
Both P and B could have values up to 2 orders of mag-
nitude higher or lower than what is necessary.

However, it is also possible that the blob and the
neutron star’s locations are disjoint, a situation well
known from the Crab Nebula, where the brightest part
of the pulsar wind and the pulsar are spatially sepa-
rated (Weisskopf et al. 2000; Gomez et al. 2012). In
this case, the pulsar wind or black hole accretion ex-
planation might be preferred since only a fraction of a
source’s power would be required. Either could easily
be large enough (with plausible P and B, or accretion
rates) while the expected L

th

would be quite insu�cient.
But it should be noted that past observations (Alp et al.
2018) have set upper limits to the total (bolometric)
emission of any kind of compact source of about 138L�
in the presence of dust, and 22L� without dust. Even
with dust, this is 1000 times smaller than the Crab’s lu-
minosity. An otherwise hidden pulsar can thus have at
most 1.5L

cs

<⇠ W <⇠ 3.5L
cs

, so it must be unnaturally
close to the blob and again raises the prospect of fine-
tuning that would disfavor this hypothesis. Section 3
considers the possibility that the required energy stems
from the spin-down of a young pulsar.

Our preferred hypothesis is, instead, that the power
source of the blob is NS 1987A, a central compact object
(CCO: Pavlov et al. 2002), defined to be a young neutron

2 All radii quoted in this paper are circumferencial radii, i.e., no
red-shift factor is applied.

star in a SNR whose luminosity, L
th

, is predominantly
due to surface thermal emission. Section 4 examines the
cooling of a star following the “Minimal Cooling” sce-
nario (Page et al. 2004, 2009, 2011) which assumes the
lack of rapid neutrino cooling due to a direct Urca pro-
cess (Lattimer et al. 1991), emphasizing the importance
of the envelope’s chemical composition. The question of
whether or not light elements can survive in the enve-
lope during the hot, early stages of a neutron star’s life
is addressed in Section 5. Section 6 considers the case
of a neutron star that has enhanced neutrino cooling,
possibly because it is relatively massive. In Section 7,
a comparison of the cooling trajectories of NS 1987A
and the neutron star, Cas A, in the Cassiopeia A SNR
is made. Section 8 contains a discussion and conclu-
sions. Essential details of the equation of state (EOS)
models used in this work are given in Appendix A. The
neutrino cooling processes considered are summarized
in Appendix B, and neutron superfluid gaps used in the
inner crust are described in Appendix C.

2. BLOB LUMINOSITY AND 44TI DECAY

Radioactive decay of 44Ti might o↵er a possible expla-
nation of the blob luminosity, which is L

cs

= (1.5-3.5)⇥
1035 erg s�1 (Cigan et al. 2019), if �-rays and positrons
produced through the decay channel of 44Ti !44 Sc
!44 Ca were e�ciently thermalized in the blob medium.
The decays of 44Ti to 44Sc proceed by electron capture,
and the transition of 44Sc to 44Ca is almost exclusively
by �+ decays. A corresponding upper limit to the lumi-
nosity is obtained for complete thermalization and given
by
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) is the time-dependent
number of 44Ti nuclei in the blob with N

Ti,0 being the
initial number and ⌧

0

⇡ 85 yr their decay time. The en-
ergy release per 44Ti decay, E

decay

⇡ 2.9 MeV includes
the 0.068MeV, 0.078 MeV, and 1.157MeV �-photons
from 44Sc and 44Ca de-excitation, as well as the energy
(2mec2 + hEe+i) from e+e�-annihilation of the emitted
positron, which possesses an average kinetic energy of
hEe+i ⇠ 0.6 MeV (Cameron & Singh 1999). The blob
luminosity measured about t

m

⇡ 30 yr after the explo-
sion thus leads to a constraint on the initial 44Ti mass
contained by the blob:
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where m
Ti

is the mass of a 44Ti atom. Inserting num-
bers, including L

blob

(t
m

) = L
cs

,

Mblob

Ti,0 � (4.5 � 10.5) ⇥ 10�6 M� , (4)

The explosion of SN1987A and the neutrino signal are commonly  
interpreted within — and as sign of — the delayed neutrino mechanism               . 

The literature can be confusing.
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localized blob of warm dust with temperature ' 33 K
compared to that of the surrounding dust, ' (17-22) K.
The observed SiO and CO gas temperatures and the ex-
cess luminosity of the blob require the compact source
to have an estimated power of L

cs

= (40-90)L�, where
L� = 3.826 ⇥ 1033 erg s�1 is the solar luminosity, if the
source is embedded in the dust blob. However, if the
source is not located within the blob, but heats it from
afar, the source must have a power somewhat greater
than L

cs

.
In proposing a compact object in the remnant of SN

1987A as the most likely explanation for the observed
excess dust blob emission, Cigan et al. (2019) had to rule
out alternative possibilities, the foremost of which was
heating by the decay of 44Ti synthesized by SN 1987A.
While the warm, extended dust is expected to be ra-
dioactively heated by 44Ti, this is unlikely for the con-
centrated, warmer blob. The existence of a single, high-
density clump of 44Ti seems implausible, and even if it
were formed, its heating would not be strongly localized
because of optically thin conditions to the 44Ti �-rays
as discussed in Section 2.

Cigan et al. (2019) also noted that there is an o↵set
between the location of brightest pixel of the warm blob
and the center of the SNR at the original position of the
progenitor star. This displacement, which could be asso-
ciated with the supernova kick imparted to the compact
object, is between about 20 mas and 85 mas, depend-
ing on how the center of the explosion is determined,
e.g., by fitting the geometrical center of the 315 GHz
emission seen by ALMA (Cigan et al. 2019), the ATCA
radio ring continuum (Potter et al. 2009), or the ring
hot spots on HST images (Alp et al. 2018). If connected
with a supernova kick, the velocity component trans-
verse to the line of sight is between 160 km/s and nearly
700 km/s (for the 51.4 kpc distance to the LMC). In
addition, the kick, judging from the distribution of iron-
group and intermediate-mass elements (Larsson et al.
2016), should have a northerly component in the sky
(Janka et al. 2017), which matches the orientation of
the dust blob with respect to the original position of
the progenitor. This o↵ers evidence that the compact
source is nearby or even surrounded by the blob.

Specifically, Janka et al. (2017) analysed the geome-
try of Fe and Si in a set of 3D supernova simulations
for matching the shape and mass of the Fe+Si distri-
bution of SN 1987A as determined by Larsson et al.
(2016). The best-fit model, L15-1, had also been con-
sidered (Abellán et al. 2017) with respect to the dis-
tribution of molecular CO 2-1 and SiO 5-4 emission in
the ejecta of SN 1987A, and well-fits the size, shape
and clumpy character of its apparent ring geometry.

By orienting the Fe+Si ejecta of this model with re-
spect to the ring plane and observer direction to obtain
the asymmetry seen in SN 1987A, the supernova kick
turned out to have a northern component. The main
reason for this is a big Fe+Si mass located below the
ring plane of SN 1987A, south of the connecting line to
the observer. 3D explosion simulations show that the
supernova kick vector and the bulk mass of iron-group
and intermediate-mass elements should lie in opposite
hemispheres (Wongwathanarat et al. 2013), compatible
with observations (Katsuda et al. 2018; Holland-Ashford
et al. 2017). The same 3D supernova model, L15-1, also
allowed for a reasonable match of the redshift of the 44Ti
emission and of the 56Co 847 keV line profile observed
in SN 1987A (Jerkstrand et al. 2020). The resulting
angle between the supernova kick vector and observer
direction should be about 30 degrees, and most likely
less than about 90 degrees (Jerkstrand et al. 2020). The
model L15-1 had a kick velocity only around 300 km/s,
while the actual kick may have been 500 km/s or more,
but the additional expense of fine-tuning was considered
not worthwhile.

That the explosion was significantly asymmetric is not
in doubt, since radioactive 56Co debris is seen mostly
moving away from us (McCray & Fransson 2016). A
NuSTAR observation(Boggs et al. 2015) also shows that
44Ti is considerably redshifted, suggesting a kick veloc-
ity component along the line of sight towards us of sev-
eral hundred km/s. With a transverse component of
160 km/s the compact source in SN1987A would have a
space velocity near the peak of the distribution observed
for young pulsars, whereas a transverse component of
nearly 700 km/s would place it in the high-velocity tail.

Explosion models of Utrobin et al. (2019) for state-
of-the-art progenitor models of SN 1987A indicate the
baryon mass, MB , of its compact remnant to be (1.35-
1.66)M�, while Ertl et al. (2020) predict (1.48-1.56)M�
for single-star progenitors and (1.38-1.75)M� for bi-
nary progenitor1. These baryon masses translate to a
gravitational mass M ' (1.22-1.62)M� using the EOS-
independent relation (Lattimer & Prakash 2001)

MB � M

M
' (1.2 ± 0.1)

�

2 � �
, (1)

1 We have dropped results with the progenitors B15 in Utrobin
et al. (2019) and W15 in Ertl et al. (2020) (which is the same
model) because its He core mass is too small to explain the light
curve peak, its pre-SN luminosity is too small, and it ejects too
little O. Additionally, we omitted cases from Utrobin et al. (2019)
with too-little ejected nickel or too-high explosion energies.
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localized blob of warm dust with temperature ' 33 K
compared to that of the surrounding dust, ' (17-22) K.
The observed SiO and CO gas temperatures and the ex-
cess luminosity of the blob require the compact source
to have an estimated power of L
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= (40-90)L�, where
L� = 3.826 ⇥ 1033 erg s�1 is the solar luminosity, if the
source is embedded in the dust blob. However, if the
source is not located within the blob, but heats it from
afar, the source must have a power somewhat greater
than L
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.
In proposing a compact object in the remnant of SN

1987A as the most likely explanation for the observed
excess dust blob emission, Cigan et al. (2019) had to rule
out alternative possibilities, the foremost of which was
heating by the decay of 44Ti synthesized by SN 1987A.
While the warm, extended dust is expected to be ra-
dioactively heated by 44Ti, this is unlikely for the con-
centrated, warmer blob. The existence of a single, high-
density clump of 44Ti seems implausible, and even if it
were formed, its heating would not be strongly localized
because of optically thin conditions to the 44Ti �-rays
as discussed in Section 2.

Cigan et al. (2019) also noted that there is an o↵set
between the location of brightest pixel of the warm blob
and the center of the SNR at the original position of the
progenitor star. This displacement, which could be asso-
ciated with the supernova kick imparted to the compact
object, is between about 20 mas and 85 mas, depend-
ing on how the center of the explosion is determined,
e.g., by fitting the geometrical center of the 315 GHz
emission seen by ALMA (Cigan et al. 2019), the ATCA
radio ring continuum (Potter et al. 2009), or the ring
hot spots on HST images (Alp et al. 2018). If connected
with a supernova kick, the velocity component trans-
verse to the line of sight is between 160 km/s and nearly
700 km/s (for the 51.4 kpc distance to the LMC). In
addition, the kick, judging from the distribution of iron-
group and intermediate-mass elements (Larsson et al.
2016), should have a northerly component in the sky
(Janka et al. 2017), which matches the orientation of
the dust blob with respect to the original position of
the progenitor. This o↵ers evidence that the compact
source is nearby or even surrounded by the blob.

Specifically, Janka et al. (2017) analysed the geome-
try of Fe and Si in a set of 3D supernova simulations
for matching the shape and mass of the Fe+Si distri-
bution of SN 1987A as determined by Larsson et al.
(2016). The best-fit model, L15-1, had also been con-
sidered (Abellán et al. 2017) with respect to the dis-
tribution of molecular CO 2-1 and SiO 5-4 emission in
the ejecta of SN 1987A, and well-fits the size, shape
and clumpy character of its apparent ring geometry.

By orienting the Fe+Si ejecta of this model with re-
spect to the ring plane and observer direction to obtain
the asymmetry seen in SN 1987A, the supernova kick
turned out to have a northern component. The main
reason for this is a big Fe+Si mass located below the
ring plane of SN 1987A, south of the connecting line to
the observer. 3D explosion simulations show that the
supernova kick vector and the bulk mass of iron-group
and intermediate-mass elements should lie in opposite
hemispheres (Wongwathanarat et al. 2013), compatible
with observations (Katsuda et al. 2018; Holland-Ashford
et al. 2017). The same 3D supernova model, L15-1, also
allowed for a reasonable match of the redshift of the 44Ti
emission and of the 56Co 847 keV line profile observed
in SN 1987A (Jerkstrand et al. 2020). The resulting
angle between the supernova kick vector and observer
direction should be about 30 degrees, and most likely
less than about 90 degrees (Jerkstrand et al. 2020). The
model L15-1 had a kick velocity only around 300 km/s,
while the actual kick may have been 500 km/s or more,
but the additional expense of fine-tuning was considered
not worthwhile.

That the explosion was significantly asymmetric is not
in doubt, since radioactive 56Co debris is seen mostly
moving away from us (McCray & Fransson 2016). A
NuSTAR observation(Boggs et al. 2015) also shows that
44Ti is considerably redshifted, suggesting a kick veloc-
ity component along the line of sight towards us of sev-
eral hundred km/s. With a transverse component of
160 km/s the compact source in SN1987A would have a
space velocity near the peak of the distribution observed
for young pulsars, whereas a transverse component of
nearly 700 km/s would place it in the high-velocity tail.

Explosion models of Utrobin et al. (2019) for state-
of-the-art progenitor models of SN 1987A indicate the
baryon mass, MB , of its compact remnant to be (1.35-
1.66)M�, while Ertl et al. (2020) predict (1.48-1.56)M�
for single-star progenitors and (1.38-1.75)M� for bi-
nary progenitor1. These baryon masses translate to a
gravitational mass M ' (1.22-1.62)M� using the EOS-
independent relation (Lattimer & Prakash 2001)

MB � M
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' (1.2 ± 0.1)
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1 We have dropped results with the progenitors B15 in Utrobin
et al. (2019) and W15 in Ertl et al. (2020) (which is the same
model) because its He core mass is too small to explain the light
curve peak, its pre-SN luminosity is too small, and it ejects too
little O. Additionally, we omitted cases from Utrobin et al. (2019)
with too-little ejected nickel or too-high explosion energies.
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where � = GM/Rc2 and R ' 11.5 ± 1 km is the typical
neutron star radius2. These values are well below the
measured masses, M >⇠ 2M�, of several pulsars (PSR
J1614-2230, Demorest et al. 2010; PSR J0348+0432,
Antoniadis et al. 2013; and PSR J0740+6620, Cromartie
et al. 2020), as well as an inferred upper limit to the neu-
tron star maximum mass M

max

<⇠ (2.2�2.3)M� (Mar-
galit & Metzger 2017) from GW170817, which strongly
suggests that a black hole remnant in SN 1987A is un-
likely. We assume in this paper that the compact rem-
nant produced by SN 1987A is most likely a neutron
star, hereafter called NS 1987A, which is also possibly a
pulsar.

If the neutron star is enclosed within the blob, the
most natural explanation is that the blob is heated by
its thermal emission L

th

. As we show in Section 4, the
expected L

th

of a 30 year old neutron star is within a
factor 3 of the inferred excess blob luminosity. The al-
ternative explanation, that the entire spindown power
of a pulsar heats the surrounding blob, is disfavored by
the fine-tuning of the rotational period P and magnetic
field B of the young neutron star that would be required.
Both P and B could have values up to 2 orders of mag-
nitude higher or lower than what is necessary.

However, it is also possible that the blob and the
neutron star’s locations are disjoint, a situation well
known from the Crab Nebula, where the brightest part
of the pulsar wind and the pulsar are spatially sepa-
rated (Weisskopf et al. 2000; Gomez et al. 2012). In
this case, the pulsar wind or black hole accretion ex-
planation might be preferred since only a fraction of a
source’s power would be required. Either could easily
be large enough (with plausible P and B, or accretion
rates) while the expected L

th

would be quite insu�cient.
But it should be noted that past observations (Alp et al.
2018) have set upper limits to the total (bolometric)
emission of any kind of compact source of about 138L�
in the presence of dust, and 22L� without dust. Even
with dust, this is 1000 times smaller than the Crab’s lu-
minosity. An otherwise hidden pulsar can thus have at
most 1.5L

cs

<⇠ W <⇠ 3.5L
cs

, so it must be unnaturally
close to the blob and again raises the prospect of fine-
tuning that would disfavor this hypothesis. Section 3
considers the possibility that the required energy stems
from the spin-down of a young pulsar.

Our preferred hypothesis is, instead, that the power
source of the blob is NS 1987A, a central compact object
(CCO: Pavlov et al. 2002), defined to be a young neutron

2 All radii quoted in this paper are circumferencial radii, i.e., no
red-shift factor is applied.

star in a SNR whose luminosity, L
th

, is predominantly
due to surface thermal emission. Section 4 examines the
cooling of a star following the “Minimal Cooling” sce-
nario (Page et al. 2004, 2009, 2011) which assumes the
lack of rapid neutrino cooling due to a direct Urca pro-
cess (Lattimer et al. 1991), emphasizing the importance
of the envelope’s chemical composition. The question of
whether or not light elements can survive in the enve-
lope during the hot, early stages of a neutron star’s life
is addressed in Section 5. Section 6 considers the case
of a neutron star that has enhanced neutrino cooling,
possibly because it is relatively massive. In Section 7,
a comparison of the cooling trajectories of NS 1987A
and the neutron star, Cas A, in the Cassiopeia A SNR
is made. Section 8 contains a discussion and conclu-
sions. Essential details of the equation of state (EOS)
models used in this work are given in Appendix A. The
neutrino cooling processes considered are summarized
in Appendix B, and neutron superfluid gaps used in the
inner crust are described in Appendix C.

2. BLOB LUMINOSITY AND 44TI DECAY

Radioactive decay of 44Ti might o↵er a possible expla-
nation of the blob luminosity, which is L

cs

= (1.5-3.5)⇥
1035 erg s�1 (Cigan et al. 2019), if �-rays and positrons
produced through the decay channel of 44Ti !44 Sc
!44 Ca were e�ciently thermalized in the blob medium.
The decays of 44Ti to 44Sc proceed by electron capture,
and the transition of 44Sc to 44Ca is almost exclusively
by �+ decays. A corresponding upper limit to the lumi-
nosity is obtained for complete thermalization and given
by
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ergy release per 44Ti decay, E

decay

⇡ 2.9 MeV includes
the 0.068MeV, 0.078 MeV, and 1.157MeV �-photons
from 44Sc and 44Ca de-excitation, as well as the energy
(2mec2 + hEe+i) from e+e�-annihilation of the emitted
positron, which possesses an average kinetic energy of
hEe+i ⇠ 0.6 MeV (Cameron & Singh 1999). The blob
luminosity measured about t
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⇡ 30 yr after the explo-
sion thus leads to a constraint on the initial 44Ti mass
contained by the blob:
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bers, including L
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ABSTRACT

With the same method as used previously, we investigate neutrino-driven explosions of a larger sample of blue supergiant models.
The blue supergiants were evolved as single-star progenitors. The larger sample includes three new presupernova stars. The results are
compared with light-curve observations of the peculiar type IIP supernova 1987A (SN 1987A). The explosions were modeled in 3D
with the neutrino-hydrodynamics code Prometheus-HOTB, and light-curve calculations were performed in spherical symmetry with
the radiation-hydrodynamics code Crab, starting at a stage of nearly homologous expansion. Our results confirm the basic findings of
the previous work: 3D neutrino-driven explosions with SN 1987A-like energies synthesize an amount of 56Ni that is consistent with
the radioactive tail of the light curve. Moreover, the models mix hydrogen inward to minimum velocities below 400 km s�1 as required
by spectral observations and a 3D analysis of molecular hydrogen in SN 1987A. Hydrodynamic simulations with the new progenitor
models, which possess smaller radii than the older ones, show much better agreement between calculated and observed light curves
in the initial luminosity peak and during the first 20 days. A set of explosions with similar energies demonstrated that a high growth
factor of Rayleigh–Taylor instabilities at the (C+O)/He composition interface combined with a weak interaction of fast Rayleigh–
Taylor plumes, where the reverse shock occurs below the He/H interface, provides a su�cient condition for e�cient outward mixing
of 56Ni into the hydrogen envelope. This condition is realized to the required extent only in one of the older stellar models, which
yielded a maximum velocity of around 3000 km s�1 for the bulk of ejected 56Ni, but failed to reproduce the helium-core mass of 6 M�
inferred from the absolute luminosity of the presupernova star. We conclude that none of the single-star progenitor models proposed
for SN 1987A to date satisfies all constraints set by observations.

Key words. supernovae: general – supernovae: individual: SN 1987A – hydrodynamics

1. Introduction

The explosion of the blue supergiant (BSG) Sanduleak �69�202
in the Large Magellanic Cloud (LMC) as the peculiar type
II plateau supernova (SN) 1987A stimulated not only activ-
ity in its observation from radio wavelengths to gamma rays,
but also the further development in the theory of the evolution
of massive stars, the simulation of explosion mechanisms, and
the modeling of light curves and spectra. This well-observed
object displayed a number of intriguing observational features
(Arnett et al. 1989), two of which are interesting in the context
of this paper. First, the progenitor of SN 1987A was a compact
star, but not a red supergiant (RSG). Second, SN 1987A exhib-
ited clear observational evidence for macroscopic mixing that
must have occurred during the explosion.

Over the past three decades, the relative compactness of the
BSG progenitor Sanduleak �69�202 of SN 1987A has been
a puzzling problem for the theory of the evolution of mas-

? Data of the presupernova models for blue supergiants, the angle-
averaged profiles of the 3D explosion models, and the correspond-
ing bolometric light curves are available in electronic form at the
CDS via anonymous ftp cdsarc.u-strasbg.fr (130.79.128.5) or
via http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/624/
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sive stars, and no consensus has been reached on its origin
so far. A single-star scenario to fit the observed properties of
the progenitor with evolutionary calculations requires either a
metal-deficient composition similar to the LMC (Arnett 1987;
Hillebrandt et al. 1987), a modification of convective mixing
through rotation-induced meridional circulation in the star dur-
ing its evolution (Weiss et al. 1988), a restricted semiconvec-
tive di↵usion (Woosley et al. 1988; Langer 1991), or both mass
loss and convective mixing (Saio et al. 1988). Binary stellar
evolution invoking a strong accretion of matter from the com-
panion star (Podsiadlowski & Joss 1989) or a merger of the
companion star with the primary RSG (Hillebrandt & Meyer
1989; Podsiadlowski et al. 1990, 2007; Menon & Heger 2017)
can also explain the properties of the SN 1987A progenitor.
Podsiadlowski (1992) showed, however, that only binary sce-
nario models are able to fit all available observational and theo-
retical constraints.

Observational evidence for mixing of radioactive 56Ni and
hydrogen in the ejected envelope exists not only at early times,
but also at late times (see Utrobin et al. 2015, for details). During
20–100 days after the explosion, the H↵ profile exhibited a strik-
ing fine structure called “Bochum event” (Hanuschik & Dachs
1987; Phillips & Heathcote 1989). At day 410, a unique high-
velocity feature with a radial velocity of about +3900 km s�1 was
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ABSTRACT

With the same method as used previously, we investigate neutrino-driven explosions of a larger sample of blue supergiant models.
The blue supergiants were evolved as single-star progenitors. The larger sample includes three new presupernova stars. The results are
compared with light-curve observations of the peculiar type IIP supernova 1987A (SN 1987A). The explosions were modeled in 3D
with the neutrino-hydrodynamics code Prometheus-HOTB, and light-curve calculations were performed in spherical symmetry with
the radiation-hydrodynamics code Crab, starting at a stage of nearly homologous expansion. Our results confirm the basic findings of
the previous work: 3D neutrino-driven explosions with SN 1987A-like energies synthesize an amount of 56Ni that is consistent with
the radioactive tail of the light curve. Moreover, the models mix hydrogen inward to minimum velocities below 400 km s�1 as required
by spectral observations and a 3D analysis of molecular hydrogen in SN 1987A. Hydrodynamic simulations with the new progenitor
models, which possess smaller radii than the older ones, show much better agreement between calculated and observed light curves
in the initial luminosity peak and during the first 20 days. A set of explosions with similar energies demonstrated that a high growth
factor of Rayleigh–Taylor instabilities at the (C+O)/He composition interface combined with a weak interaction of fast Rayleigh–
Taylor plumes, where the reverse shock occurs below the He/H interface, provides a su�cient condition for e�cient outward mixing
of 56Ni into the hydrogen envelope. This condition is realized to the required extent only in one of the older stellar models, which
yielded a maximum velocity of around 3000 km s�1 for the bulk of ejected 56Ni, but failed to reproduce the helium-core mass of 6 M�
inferred from the absolute luminosity of the presupernova star. We conclude that none of the single-star progenitor models proposed
for SN 1987A to date satisfies all constraints set by observations.

Key words. supernovae: general – supernovae: individual: SN 1987A – hydrodynamics

1. Introduction

The explosion of the blue supergiant (BSG) Sanduleak �69�202
in the Large Magellanic Cloud (LMC) as the peculiar type
II plateau supernova (SN) 1987A stimulated not only activ-
ity in its observation from radio wavelengths to gamma rays,
but also the further development in the theory of the evolution
of massive stars, the simulation of explosion mechanisms, and
the modeling of light curves and spectra. This well-observed
object displayed a number of intriguing observational features
(Arnett et al. 1989), two of which are interesting in the context
of this paper. First, the progenitor of SN 1987A was a compact
star, but not a red supergiant (RSG). Second, SN 1987A exhib-
ited clear observational evidence for macroscopic mixing that
must have occurred during the explosion.

Over the past three decades, the relative compactness of the
BSG progenitor Sanduleak �69�202 of SN 1987A has been
a puzzling problem for the theory of the evolution of mas-
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sive stars, and no consensus has been reached on its origin
so far. A single-star scenario to fit the observed properties of
the progenitor with evolutionary calculations requires either a
metal-deficient composition similar to the LMC (Arnett 1987;
Hillebrandt et al. 1987), a modification of convective mixing
through rotation-induced meridional circulation in the star dur-
ing its evolution (Weiss et al. 1988), a restricted semiconvec-
tive di↵usion (Woosley et al. 1988; Langer 1991), or both mass
loss and convective mixing (Saio et al. 1988). Binary stellar
evolution invoking a strong accretion of matter from the com-
panion star (Podsiadlowski & Joss 1989) or a merger of the
companion star with the primary RSG (Hillebrandt & Meyer
1989; Podsiadlowski et al. 1990, 2007; Menon & Heger 2017)
can also explain the properties of the SN 1987A progenitor.
Podsiadlowski (1992) showed, however, that only binary sce-
nario models are able to fit all available observational and theo-
retical constraints.

Observational evidence for mixing of radioactive 56Ni and
hydrogen in the ejected envelope exists not only at early times,
but also at late times (see Utrobin et al. 2015, for details). During
20–100 days after the explosion, the H↵ profile exhibited a strik-
ing fine structure called “Bochum event” (Hanuschik & Dachs
1987; Phillips & Heathcote 1989). At day 410, a unique high-
velocity feature with a radial velocity of about +3900 km s�1 was
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Fig. 2. Mass fractions of hydrogen (black), helium (blue), CNO-group elements (green), and iron-group elements (magenta) in the pre-SN models
B15 (a), W16 (b), W18r (c), and W18x (d).

2.2. Numerical methods

Our 3D neutrino-driven explosion simulations begin shortly after
the stellar core has collapsed and a newly formed SN shock
wave has propagated to a mass coordinate of approximately
1.25 M� inside the iron core. The evolution during core col-
lapse and core bounce were computed in spherical symmetry
and were provided to us by Sukhbold et al. (2016). After map-
ping the 1D post-bounce data onto a 3D grid, the 3D calcula-
tions were carried out with the explicit finite-volume Eulerian
multifluid hydrodynamics code Prometheus (Fryxell et al. 1991;
Müller et al. 1991a,b). Details of the physics modules imple-
mented into the Prometheus code and our numerical setup have
been described in Wongwathanarat et al. (2013) for neutrino-
driven explosion simulations and in Wongwathanarat et al.
(2015) for simulations of the late-time evolution from approx-
imately 1.3 s after core bounce onward. Nevertheless, we briefly
summarize the input physics and numerical methods employed
by our code as follows.

The Prometheus code uses a dimensionally split version of
the piecewise parabolic method (Colella & Woodward 1984) to
solve the multidimensional hydrodynamic equations. A fast and
e�cient Riemann solver for real gases (Colella & Glaz 1985)
is used to compute numerical fluxes at cell boundaries. Inside
grid cells, where a strong shock wave is present, we recom-
pute the inter-cell fluxes using an approximate Riemann solver
(Liou 1996) to prevent numerical artifacts known as the odd-

even decoupling (Quirk 1994). The yin-yang overlapping grid
(Kageyama & Sato 2004), implemented into Prometheus as in
Wongwathanarat et al. (2010b), is employed for e�cient spa-
tial discretization of the computational domain. Newtonian self-
gravity is taken into account by solving Poisson’s equation in
its integral form, using an expansion into spherical harmonics
(Müller & Steinmetz 1995). In addition, a general relativistic
correction of the monopole term of the gravitational potential is
applied during the explosion simulations following Scheck et al.
(2006) and Arcones et al. (2007).

To model the explosive nucleosynthesis approximately, a
small ↵-chain reaction network, similar to the network described
in Kifonidis et al. (2003), is solved. In order to unambiguously
determine the inward mixing of hydrogen, free protons, which
are produced when neutrino-heated matter freezes out from
nuclear statistical equilibrium, are distinguished from hydrogen
originating from the hydrogen-rich stellar envelope by tagging
them as di↵erent species in our multicomponent treatment of the
stellar plasma.

The revival of the stalled SN shock and the explosion are
triggered by imposing a suitable value of the neutrino lumi-
nosities at an inner radial grid boundary located at an enclosed
mass of 1.1 M�, well inside the neutrinosphere. Outside this
boundary, which shrinks with time to mimic the contraction of
the proto-neutron star, we model neutrino-matter interactions
by solving the neutrino radiation transport equation in a “ray-
by-ray” manner and in the gray approximation as described in
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Table 2. Basic properties of the 3D hydrodynamic models.

Model MNS Menv Eexp M

min
Ni M

max
Ni M

i
Ni M

f
Ni v bulk

Ni hvitail
Ni vmix

H �M mix
H �M free

p �M

2000
H tmap tSB

(M�) (B) (10�2
M�) (103 km s�1) (10�2

M�) (M�) (103 s)

W16-1 2.08 13.25 0.88 2.47 5.07 5.07 3.47 1.43 1.52 1.27 9.74 1.32 0.694 89.28 3.39
W16-2 1.90 13.45 1.16 3.03 8.00 8.00 6.92 2.37 2.50 1.48 12.52 2.32 0.322 88.82 3.03
W16-3 1.66 13.69 1.48 4.06 12.43 8.67 7.85 2.71 2.95 1.85 4.42 3.32 0.060 88.49 2.66
W16-4 1.58 13.78 1.81 4.70 15.46 8.47 7.97 2.84 3.02 2.01 6.91 3.87 0.037 88.26 2.44
W18r-1 1.43 15.65 1.05 1.77 7.01 7.01 6.33 1.00 1.04 1.42 1.62 2.54 0.868 90.47 4.72
W18r-2 1.35 15.73 1.31 2.46 9.35 7.90 7.57 1.15 1.20 1.61 1.61 3.07 0.462 89.77 4.30
W18r-3 1.31 15.77 1.59 2.93 11.35 7.88 7.69 1.43 1.52 1.78 1.84 3.31 0.146 89.08 3.94
W18r-4 1.27 15.80 1.91 3.12 13.18 7.78 7.76 1.68 1.75 1.98 2.59 3.41 0.039 89.26 3.62
W18x-1 1.57 15.97 1.21 2.79 9.06 9.06 7.02 2.36 2.47 1.20 7.87 2.30 1.354 89.45 3.72
W18x-2 1.52 16.03 1.45 3.89 12.21 8.43 7.55 2.46 2.85 1.36 5.40 2.78 0.847 89.13 3.43
B15-2 1.25 14.20 1.40 3.07 9.28 7.29 7.25 3.37 3.50 0.27 15.32 1.92 0.922 61.22 6.20
W18 1.47 15.45 1.36 2.91 11.00 8.38 7.62 1.38 1.47 1.76 1.69 3.11 0.168 55.20 4.26
W20 1.49 17.87 1.45 3.23 11.18 7.72 7.48 1.39 1.49 1.31 4.21 3.35 1.312 61.24 6.66
N20-P 1.46 14.69 1.67 3.97 11.71 7.65 7.58 1.61 1.79 0.19 22.66 3.61 0.353 56.86 5.40

Notes. The 3D models are based on the corresponding pre-SN models given in Table 1. The lower four models have been analyzed in Utrobin et al.
(2015). MNS is the baryonic mass of the neutron star at the end of the 3D simulations; Menv is the ejecta mass; Eexp is the explosion energy; M

min
Ni

is the mass of radioactive 56Ni produced directly by our ↵-chain reaction network; M

max
Ni is the aggregate mass of directly produced 56Ni and

tracer nucleus; and M

i
Ni is the initial 56Ni mass at the onset of light-curve modeling. It is either set to be equal to M

max
Ni (in models W16-1, W16-2,

W18r-1, and W18x-1) or specified to fit the observed luminosity in the radioactive tail when M

max
Ni is su�ciently high (in the other models); M

f
Ni

is the 56Ni mass left after fallback in the ejecta at day 150; v bulk
Ni is the maximum velocity of the bulk mass of 56Ni; hvitail

Ni is the mean velocity
of the fast-moving 56Ni tail; vmix

H is the minimum velocity of hydrogen mixed into the He shell, specified at the level where the mass fraction of
hydrogen X drops to value of X = 0.01; �M mix

H is the mass of hydrogen mixed into the He shell; �M free
p is the mass of free protons left over in

the neutrino-heated ejecta; and �M

2000
H is the mass of hydrogen confined to the inner layers that is ejected with velocities lower than 2000 km s�1.

tmap is the time at which the 3D simulation data are mapped onto the spherically symmetric grid. tSB is the epoch of shock breakout in the 1D
simulations.

Scheck et al. (2006). The explosion energy of the model is deter-
mined by the imposed isotropic neutrino luminosity, whose
temporal evolution we prescribe as well, and by the accre-
tion luminosity that results from the progenitor-dependent mass
accretion rate and the gravitational potential of the contracting
neutron star.

Our 3D calculations terminate at approximately one day after
the explosion when the SN shock wave has swept through the
entire progenitor star. The further time evolution of the SN out-
burst beyond one day is modeled in one dimension. To this end,
we compute angle-averaged profiles of hydrodynamic quantities
and chemical abundances of the 3D flow at chosen times and
interpolate these profiles onto the Lagrangian (mass) grid used
in the 1D simulations. The resulting data are the initial condi-
tions for the hydrodynamic modeling of the SN outburst. Our 3D
simulations of neutrino-driven explosions eliminate the need to
initiate the explosion by a supersonic piston or a thermal and/or
kinetic bomb.

The numerical modeling of the SN outbursts employs
the implicit Lagrangian radiation hydrodynamics code Crab
(Utrobin 2004, 2007). It integrates the set of spherically sym-
metric hydrodynamic equations including self-gravity, and a
radiation transfer equation in the gray approximation (e.g.,
Mihalas & Mihalas 1984). The time-dependent radiative transfer
equation, written in a comoving frame of reference to an accu-
racy of order v/c (v is the fluid velocity, and c is the speed of
light), is solved as a system of equations for the zeroth and first
angular moments of the nonequilibrium radiation intensity. This
system of two moment equations is closed by calculating a vari-
able Eddington factor directly, taking into account scattering of
radiation in the SN ejecta. In the inner optically thick layers of
the ejecta, the di↵usion of equilibrium radiation is treated in the

approximation of radiative heat conduction. The resulting set of
equations is discretized spatially using the method of lines (e.g.,
Hairer et al. 1993; Hairer & Wanner 1996). The energy deposi-
tion of gamma rays with energies of about 1 MeV from the decay
chain 56Ni !56Co !56Fe is determined by solving the corre-
sponding gamma-ray transport. The equation of state, the mean
opacities, and the thermal emission coe�cient are calculated tak-
ing non-LTE and nonthermal e↵ects into account. In addition,
the contribution of spectral lines to the opacity in a medium
expanding with a velocity gradient is estimated using the gener-
alized formula of Castor et al. (1975). We refer to Utrobin et al.
(2015) and references therein for details of the numerical
setup.

3. Results

We performed ten 3D neutrino-driven explosion simulations
with the three new pre-SN models W16, W18r, and W18x
(Table 1) as initial data. In Table 2 we list some basic prop-
erties of these 3D hydrodynamic models that we extracted at
the end of the simulations. For completeness, we also list the
properties of the four old models B15-2, W18, W20, and N20-P
that have been analyzed in Utrobin et al. (2015). We define the
explosion energy, Eexp, as the sum of the total (i.e., internal plus
kinetic plus gravitational) energy of all grid cells at the map-
ping moment. Throughout this paper, we employ the energy unit
1 bethe = 1 B = 1051 erg.

3.1. Production of

56

Ni in neutrino-driven simulations

Our 3D supernova simulations are characterized by the explo-
sion energy, the total amount of radioactive 56Ni, and the
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