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Figure 1. Evolution of the distortions of the neutrino spectra for the dimensionless momentum
y = 5 with standard neutrino interactions, as a function of x or the photon temperature. Outer (inner)
lines correspond to the case with no neutrino mixing (with oscillations and masses in the NH case).
The upper two lines correspond to electron neutrinos and the lower lines to muon and tau neutrinos
(slightly different in the case with oscillations).

3 Results

3.1 Standard case with flavour oscillations

First, we consider the case with standard weak interactions, with and without neutrino oscil-
lations. In the presence of neutrino mixing, we are mainly interested in the possible effects
of including the full expressions for the off-diagonal collision terms in the kinetic equations.
On the other hand, once the collision terms are fixed, we also want to check whether there
are differences between the two options for the neutrino mass hierarchy or the present best-fit
values of the mixing parameters lead to modifications with respect to the results in [12].

We show in Fig. 1 the evolution of the flavour neutrino spectra for a particular value of the
neutrino momentum (y = 5). The corresponding distortions f⌫↵/feq, where feq = [exp(y) +
1]

�1, are shown as a function of the photon temperature or the cosmological expansion (x).
The behaviour of this evolution has been discussed in previous works (see e.g. [7, 12]). At large
temperatures (T� & 2 MeV) neutrinos are still interacting with e± and their energy spectra
keeps an equilibrium form with T� . Later the cosmological expansion renders less efficient
the weak processes and neutrinos decouple from the electromagnetic plasma in a momentum-
dependent way. The residual interactions lead to spectral distortions for neutrinos, which are

– 7 –

Neutrino decoupling 

Γ  ~  GF
2 T5  <  H

 
Tν,dec ~ 1 MeV è HDM 
 
e+e-     è γγ

Tν / Tγ  = (4/11)1/3 

In the primordial Universe weak interactions keep neutrinos in equilibrium with the heat 
bath. 

Γs ~  GF
2 T5 sin2θs <  H

 
T νs,dec ~ Tν,dec  / sin2θs 

Tνs  ≤ Tν   
Lesgourgues & Pastor 
AHEP (2012) 
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Neff Effective number of 
relativistic 
degrees of freedom 

v  Other relativistic relics 
can contribute to Neff 

v  This equation holds after 
decoupling and as long as 
all neutrinos are 
relativistic 

v  Neff = 3.045 
v  3 + 1 sterile, Neff ~ 4 

 de Salas & Pastor JCAP (2016) 



Neutrino number & BBN 
Shortly after neutrino decoupling the weak interactions that kept neutrons and protons in 
statistical equilibrium freeze out. 

Planck TT,TE,EE + lowE + He [Aver+ JCAP (2015)] + D [Cooke+ ApJ (2018)] 

Neff = 2.89±0.29 (95% c.l.) experimental rate Adelberger+ Rev. Mod. Phys (2011) 
Neff = 3.05±0.27 (95% c.l.) theoretical rate Marcucci+ PRL (2016) 
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Neutrino number & CMB 

Jacques+ PRD (2013) 
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Planck Collaboration: Cosmological parameters
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Fig. 1. Planck 2018 temperature power spectrum. At multipoles ` � 30 we show the frequency-coadded temperature spectrum
computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum estimates from the Commander
component-separation algorithm, computed over 86 % of the sky. The base-⇤CDM theoretical spectrum best fit to the Planck
TT,TE,EE+lowE+lensing likelihoods is plotted in light blue in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� diagonal uncertainties, including cosmic variance (approximated as Gaussian) and not
including uncertainties in the foreground model at ` � 30. Note that the vertical scale changes at ` = 30, where the horizontal axis
switches from logarithmic to linear.

the best-fit temperature data alone, assuming the base-⇤CDM
model, adding the beam-leakage model and fixing the Galactic
dust amplitudes to the central values of the priors obtained from
using the 353-GHz maps. This is clearly a model-dependent pro-
cedure, but given that we fit over a restricted range of multipoles,
where the TT spectra are measured to cosmic variance, the re-
sulting polarization calibrations are insensitive to small changes
in the underlying cosmological model.

In principle, the polarization e�ciencies found by fitting the
T E spectra should be consistent with those obtained from EE.
However, the polarization e�ciency at 143 ⇥ 143, cEE

143, derived
from the EE spectrum is about 2� lower than that derived from
T E (where the � is the uncertainty of the T E estimate, of the
order of 0.02). This di↵erence may be a statistical fluctuation or
it could be a sign of residual systematics that project onto cali-
bration parameters di↵erently in EE and T E. We have investi-
gated ways of correcting for e↵ective polarization e�ciencies:
adopting the estimates from EE (which are about a factor of
2 more precise than T E) for both the T E and EE spectra (we
call this the “map-based” approach); or applying independent

estimates from T E and EE (the “spectrum-based” approach). In
the baseline Plik likelihood we use the map-based approach,
with the polarization e�ciencies fixed to the e�ciencies ob-
tained from the fits on EE:

⇣

cEE
100

⌘

EE fit
= 1.021;

⇣

cEE
143

⌘

EE fit
=

0.966; and
⇣

cEE
217

⌘

EE fit
= 1.040. The CamSpec likelihood, de-

scribed in the next section, uses spectrum-based e↵ective polar-
ization e�ciency corrections, leaving an overall temperature-to-
polarization calibration free to vary within a specified prior.

The use of spectrum-based polarization e�ciency estimates
(which essentially di↵ers by applying to EE the e�ciencies
given above, and to T E the e�ciencies obtained fitting the T E
spectra,

⇣

cEE
100

⌘

TE fit
= 1.04,

⇣

cEE
143

⌘

TE fit
= 1.0, and

⇣

cEE
217

⌘

TE fit
=

1.02), also has a small, but non-negligible impact on cosmo-
logical parameters. For example, for the ⇤CDM model, fitting
the Plik TT,TE,EE+lowE likelihood, using spectrum-based po-
larization e�ciencies, we find small shifts in the base-⇤CDM
parameters compared with ignoring spectrum-based polariza-
tion e�ciency corrections entirely; the largest of these shifts
are +0.5� in !b, +0.1� in !c, and +0.3� in ns (to be com-

7

•  Early ISW 
 
 
•  Shift of the peak position 

 

•  Silk damping 

rs = cs dt / a0

t*∫ =
cs
a2
da
H0

a*∫ ∝
1
H

exp − 2rd / λd( )⎡⎣ ⎤⎦

!ϕ < 0
zeq =

ρm
ρr

θs =
rs
dA

θd =
rd
dA

Neff = 3.00+0.57
-0.53 (95%cl) 

Planck TT + lowE 
ΛCDM+Neff

 

Planck 2018 



Neutrino mass & CMB 

Ωνh
2 =

ρν
ρc

=
mν∑

93.14eV
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Note: m1=m2=m3 

m1, Δm2
sun, Δm2

atm è0.1% ΔP(k)/P(k) 

 

•  Background effects (zeq, dA, zΛ)  

•  Perturbation effects (early ISW) 

 

mν∑ ref
= 60 meV

mν∑ =150 meV

MA+ JCAP (2017) 



Neutrino mass & CMB 

Ωνh
2 =

ρν
ρc

=
mν∑

93.14eV

mν∑ < 0.26 eV (95%c.l.)
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mν∑ ref
= 60 meV

mν∑ =150 meV
Note: m1=m2=m3 

m1, Δm2
sun, Δm2

atm è0.1% ΔP(k)/P(k) 

 

•  Background effects (zeq, dA, zΛ)  

•  Perturbation effects (early ISW) 

 

è Correlation between Mν and H0 (and ωcdm )   

Planck 2018 TTTEEE + lowE 

 èCMB data alone (even from future CMB surveys) cannot measure Mν  

MA+ JCAP (2017) 
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Observables 

 Galaxy surveys              BAO                                  Cosmic shear           Galaxy clustering 

Tegmark+ PRD(2006) 

SDSS-DR12 

KiDS 
Giblin+ MNRAS(2018) 
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8 Giblin et al.
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Figure 4. The mean unclipped (solid grey) and clipped (other solid colours) ⇠+ correlation functions measured from the SLICS realisations. The dashed black
line is the theoretical unclipped prediction from equation 13. The left hand panels display ✓⇠+, the right hand the measurements normalised to the unclipped
statistic from SLICS. The annotation in the lower right hand corner of each panel specifies which of the parameters are held constant in the calculations. The
upper panel is concerned with variations in the clipping threshold, c, with fixed smoothing scale, �s, and shape noise characteristics, �e. The middle and
lower panels present variations in the smoothing scale and shape noise respectively. The magenta line in all cases depicts the measurement for the fiducial
parameters: c = 0.010,�s = 6.6 arcmin and �e = 0.28. The error bars are the error on the mean measurement.

An additional test of whether the chosen (c,�s) combination
is suitable comes from inspection of the clipped and unclipped cor-
relation functions. The optimal choices for these parameters will
facilitate clipping of the non-linear regions exclusively, leaving the
linear signal untouched. In this case, the unclipped and clipped ⇠+
should converge on the larger, linear angular scales. In Figure 4,
we present how the ⇠clip+ measured from the SLICS are affected
by variations in the clipping threshold, smoothing scale and the
galaxy shape noise. Similar trends are seen for the ⇠clip� statistic
at higher angular scales (we refer the reader to Section 4). The left
hand panels in this figure display ✓⇠+, where ⇠+ is the mean un-
clipped (in solid grey) or clipped (other colours) correlation func-
tion measured from the SLICS realisations. The right hand pan-
els display the various correlation functions normalised to that of
the unclipped. In calculating the error on the ratios, we take into
account the cross-covariance between the clipped and unclipped
statistics. The magenta line on all panels is the same and corre-
sponds to c

= 0.010,�s = 6.6 arcmin with KiDS-450 level shape
noise.

The upper panel of Figure 4 illustrates the effect of increasing
the clipping threshold from c

= 0.005 to 0.010 to 0.015, whilst
the smoothing scale is fixed to 6.6 arcmin and the shape noise is
fixed to the KiDS-450 level. On average, 26±3% of the area of the
field is clipped in the case of the most aggressive clipping thresh-
old, c

= 0.005, and 3± 1% is clipped in the case of the least ag-
gressive, c

= 0.015. We see that when adopting c
= 0.005, the

clipped signal exhibits a large reduction in power at angular scales

around 6 arcmin and a failure to converge with the unclipped at the
larger angular scales. The power deprecation is caused by overly
aggressive clipping; subtracting too much of the shear signal en-
genders anticorrelations in the ⇠clip+ . The excess power at large ✓
is caused by the smoothing transferring small-scale power to larger
scales. This effect is illustrated by considering the convolution of
a single �-function with a Gaussian smoothing kernel; the signal is
spread by an extent given by the width of the Gaussian. This panel
suggests that c

= 0.010 and 0.015 are more appropriate thresh-
olds as they better recover the large scale behaviour of the ⇠unclip+ .

The variations in the ⇠clip+ when the smoothing scale is altered,
whilst c is fixed to 0.010 and the shape noise is fixed to KiDS-
450 level, are shown in the middle panel of Figure 4. We note the
lack of convergence between the unclipped and the clipped signal
with �s = 4.4 arcmin, indicating over-clipping of the convergence
field. We also see that the angular scale at which the loss of power
in the ⇠clip+ is maximised translates right with increasing smoothing
scale. This is due to the loss of signal incurred from smoothing over
features of this angular size. The upper and middle panels of Figure
4 illustrate the importance of identifying a clipping threshold and
smoothing scale which are high enough to diminish the clipping
of pure noise features, but low enough to avoid smoothing out the
cosmological content in the clipped statistic.

The lower panel of Figure 4 illustrates the sensitivity of the
⇠clip+ to the shape noise, whilst c and �s are fixed to 0.010 and 6.6
arcmin respectively. Where �e > 0 the shape noise is sampled from

MNRAS 000, 000–000 (0000)
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z=13 
ν = 1.4 GHz 

 

P21(k,z) = ΔTb
2 bHI

2 Pm(k,z) 
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Neutrino non-relativistic transition 

When neutrinos become non-relativistic 
 

znr ≈ 1890 (mν,i/1eV),  
 
they travel through the Universe with a thermal velocity 

 
vth,i = <p>/mν,i ≈ 3Tν,i/mν,i ≈ 150 (1+z) (1eV/mν,i) km/s 

 
Neutrinos cannot be confined below the characteristic free-streaming scale defined by 
vth,i. 
 

knr,i (z) ≡
H (znr,i )
(1+ znr,i )

= 0.0145Mpc−1 mν ,i

1eV
⎛

⎝
⎜

⎞

⎠
⎟

1/2

Ωm
1/2h
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Neutrino mass & P(k) 

Massless neutrino 
Universe 

Massive neutrino 
Universe 
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δcdm ∝ a

δcdm ∝ a
1−3/5 fν

Pm (k)
ν

Pm (k)
ΛCDM ≈1−8 fν



Neutrino mass & Pg(k) 

Massless neutrino 
Universe 

Massive neutrino 
Universe 

Pc (k)
ν

Pc (k)
ΛCDM ≈1− 6 fν

16 Maria Archidiacono - Neutrino constraints from future surveys 

δcdm ∝ a

δcdm ∝ a
1−3/5 fν

Planck+Euclid-GC 
Fiducial Σmν=0.060 eV

σ(Σmν)=0.015 eV 
σ(Σmν)=0.019 eV 

Vagnozzi+ JCAP (2018) 

Pg(k, z) = bcb
2 (k, z)Pcb(k, z)

bcb(k, z) =
Phh (k, z)
Pcb(k, z)

Castorina+ JCAP (2014) 
 

Pm (k)
ν

Pm (k)
ΛCDM ≈1−8 fν



Neutrino mass & BAO 

Massless neutrino 
Universe 

Massive neutrino 
Universe 

Pc (k)
ν

Pc (k)
ΛCDM ≈1− 6 fν
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δcdm ∝ a

δcdm ∝ a
1−3/5 fν

Pm (k)
ν

Pm (k)
ΛCDM ≈1−8 fν

MA+ JCAP (2017) 

çCMB 

mν∑ ref
= 60 meV

mν∑ =150 meV

The strong degeneracy between Mν and 
H0 observed in the CMB cannot exist 
with BAO 
 



Neutrino mass & Pnl(k) 
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Bird+ MNRAS (2012) 



Neutrino mass & Pnl(k) 
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Bird+ MNRAS (2012) 

Extended accurate halo models 9
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Figure 3. A comparison of the power spectrum response for massive-n models with three degenerate neutrinos with total mass 0.15eV (top) 0.3eV (middle)
and 0.6eV (bottom) compared to an equivalent LCDM model (with Wm fixed between models, rather than Wc) at z = 0 (left-hand column) and 1 (right-hand
column). We show the response from the simulations of Massara et al. (2014; blue points), that from the Bird et al. (2012) version of HALOFIT (long-dashed;
red) and that from the Mead et al. (2015b) halo model (short-dashed; black). We see that all models of the response are in broad agreement, but that the halo
model of Mead et al. (2015b) mis-predicts the degree of quasi-linear damping. Our updated version of the halo model, with tuned parameters (solid; black),
matches the simulations at the few per cent level across the full range of scales shown, with the eventual agreement being similar to, but slightly better than,
that of Bird et al. (2012).

We compare halo-model predictions from the Mead et al.
(2015b) model to the massive-n simulations presented in Massara
et al. (2014), which consider neutrinos with mn = 0.15, 0.3 and
0.6eV in a box of L = 200h�1Mpc with N = 5123 of both CDM
and neutrino particles and are detailed in Table 5 Both ‘all mat-
ter’ and baryon densities are held fixed as the neutrino mass is
varied, so increasing mn consequently decreases Wc. The neutrino
mass is taken to be evenly distributed between three degenerate
species, even though this is in conflict with oscillation experiments
for low mn . Using the prescription for the halo model advocated by
Massara et al. (2014, i.e. using scb for clustering calculations), we
present our results in Fig. 3. We show the response from simula-
tions together with that from the halo model of Mead et al. (2015b)
and from the fitting formula of Bird et al. (2012), which is an update
of the Smith et al. (2003) version of HALOFIT6. We see that all mod-
els do a reasonable job of predicting the suppression of power that
peaks around k = 1hMpc�1, which is caused by the massive neu-
trinos suppressing CDM clustering. The Bird et al. (2012) model is

6 Note that we show the response from the published Bird et al. (2012) ap-
pendage to the original Smith et al. (2003) HALOFIT. This is not the version
currently implemented in CAMB, which contains some unpublished correc-
tions.

accurate at the 3 per cent level, but seems to over predict the power
suppression at k > 1hMpc�1, whereas Mead et al. (2015b) halo
model does well for k > 1hMpc�1, but under predicts the magni-
tude of the quasi-linear (k ⇠ 0.1hMpc�1) damping.

To improve the halo-model predictions, we note that the mag-
nitude of quasi-linear damping is governed by f in equation (14),
which depends on s8(z) in Mead et al. (2015b). In massive neutrino
models, clustering is suppressed and s8 drops quite drastically as
the neutrino mass is increased (see Table 5), which in turn changes
f and causes the under prediction of damping. We remedy this by
re-parameterizing f in terms of sd(R) (i.e.– the standard devia-
tion in the linear displacement field convolved with top-hat filter
of radius R, which is less influenced by small scales than s(R))
where we found good matches to COSMIC EMU power spectra us-
ing R = 100h�1Mpc. The updated form of f is given in Table 1.
In order to maintain a good fit to the COSMIC EMU simulations as
obtained in Mead et al. (2015b) we simultaneously refit the coef-
ficients of f and the quasi-linear a term in equation (15); updated
values are given in Table 1. This actually makes a small improve-
ment to the quality of the fit to the COSMIC EMU simulations that
was presented in fig. 2 in Mead et al. (2015b).

To further improve predictions we use the spherical model of
non-linear structure formation to calculate values for the linear-
collapse density (dc) and virialized over-density (Dv) for an isolated

MNRAS 000, 1–18 (2016)

Accurate halo-model power spectra 9

Table 3. Cosmological parameters inferred from various data analyses. In
all cases, we quote the best fit with w=−1 and flatness enforced.

Cosmology Ωb Ωm ns h σ8

WMAP 7 0.0457 0.275 0.969 0.701 0.810
WMAP 9 0.0473 0.291 0.969 0.690 0.826
CFHTLenS 0.0437 0.255 0.967 0.717 0.794
Planck EE 0.0487 0.286 0.973 0.702 0.796
Planck All 0.0492 0.314 0.965 0.673 0.831

4 RESULTS

We fit the parameters introduced in the previous section to data
from all 37 nodes of COSMIC EMU at redshifts z = 0, 0.5, 1, 1.5
and 2 with equal weight given to each redshift and node and k
weighted equally in logarithmic space from 0.01 to 10hMpc−1. We
use a least squares method to characterize goodness-of-fit and use
an MCMC-like approach to fit all parameters simultaneously. Our
best-fitting parameters are given in Table 2 where there are a total
of 12 parameters that are fitted to simulations, which can be com-
pared with 34 for the Takahashi et al. (2012) version of HALOFIT.
The cosmological dependences of each of our parameters was in-
ferred by some experimentation. In Table 2, we see that α depends
on neff, which is the effective spectral index of the linear power
spectrum at the collapse scale, defined in Smith et al. (2003):

3+neff ≡ −
dlnσ2(R)
dlnR

∣

∣

∣

∣

σ=1
. (28)

However, our neff is slightly different from that in Smith et al.
(2003) because we define σ(R) using a top-hat filter, rather than
a Gaussian.

The accuracy of this model is demonstrated in the upper row
of Fig. 2, which shows a ratio of the halo model to COSMIC EMU
at z = 0, 0.5, 1 and 2. One can see that our fitted halo-model
predictions are mainly accurate to within 5 per cent across all
redshifts for the range of scales shown. We call this calibrated
halo model HMCODE and refer to it thus throughout the remain-
der of this work. We also tested our model at z = 3, a redshift
to which it was not calibrated, and found that errors rarely ex-
ceed 10 per cent. Takahashi et al. (2012) use the framework of the
original HALOFIT of Smith et al. (2003), but obtain improved ac-
curacy by fitting to modern simulation data with superior resolu-
tion, extending to k = 30hMpc−1. The authors also focus their
attention on models close to the current ΛCDM paradigm, rather
than more general models (such as those with power-law spec-
tra, or curved models). Takahashi et al. (2012) used simulations
of 16 different cosmological models around the best fits from the
Wilkinson Microwave Anisotropy Probe (WMAP) satellite (WMAP
7 – Komatsu et al. 2011; WMAP 9 – Hinshaw et al. 2013) and in-
clude models with w ̸= −1. One can see how well Takahashi et al.
(2012) compare to COSMIC EMU in the lower row of Fig. 2 where
HALOFIT can be seen to be comparable to our halo model but there
is more high-k spread at z = 0 and a systematic over-prediction
of the power around k = 1hMpc−1 that worsens with increasing
redshift. The stated accuracy of this version of HALOFIT is 5 per
cent for k < 1hMpc−1 and 10 per cent up to 10hMpc−1, which
is consistent with what is seen here. A similar plot for the orig-
inal Smith et al. (2003) version of HALOFIT shows large under-
predictions for k > 0.5hMpc−1. From this point onwards we only
compare to the revised Takahashi et al. (2012) version of HALOFIT.

In Fig. 3 we show how our model fares for cosmological pa-
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Figure 3. A comparison of the power spectrum at z= 0.5 of HMCODE and
HALOFIT to that of COSMIC EMU for several commonly used cosmological
models (see Table 3) that derive from recent data sets. The error for each
model is very similar because the cosmological models are all relatively
similar. The HMCODE error rarely exceeds 2 per cent, with the exception
being around the BAO peak, which stems from our not modelling the non-
linear damping of the BAO. The HALOFIT error rises to around 4 per cent
for k > 1hMpc−1 for all models.

rameters derived from recent data sets (see Table 3). Once again
we compare to COSMIC EMU and show results for both our cali-
brated halo model and for the Takahashi et al. (2012) HALOFIT at
z = 0.5. One can see that the error from the halo-model approach
rarely exceeds 2 per cent for k< 10hMpc−1 for these cosmologies,
with the worst error being an over prediction of the amplitude of
the BAO peaks around k= 0.2hMpc−1. This arises because we did
not attempt to model the exact non-linear damping of this feature in
the power spectrum, and so our prediction here is very close to the
undamped linear prediction. That our errors are better here than for
the more general models shown in Fig. 2 is because these models
all lie close to the centre of the COSMIC EMU parameter space (see
Table 1). The Takahashi et al. (2012) HALOFIT model works bet-
ter at BAO scales, but over-predicts the power at k > 0.5hMpc−1
systematically at around the 4 per cent level.

The model presented here performs similar to, but slightly bet-
ter than, the Takahashi et al. (2012) version of HALOFIT and has
several advantages. Foremost, because we retain the apparatus of
the halo model in our calculation, it means we can produce ∆2(k)
to arbitrarily high k in a physically motivated way. Even though
such extreme scales receive a small weight in lensing, they can
be important if the modelling is badly wrong in this regime (e.g.,
Harnois-Déraps et al. 2015). A polynomial-based fitting formula
such as HALOFIT risks generating pathological results when mov-
ing beyond the regime constrained by simulations and it is not at
all obvious how to extend COSMIC EMU. In Fig. 4, we show a com-
parison of the power spectrum predicted out to k = 100hMpc−1
with different models, simply to illustrate the range of behaviour at
k> 10hMpc−1. Given that no simulations exist that could claim to
accurately predict the matter power spectrum to k = 100hMpc−1
at z = 0 we cannot make any quantitative statements about the ac-
curacy of either model at these extreme scales, although both per-
form comparably. The grey shaded region in Fig. 4 delimits these
extreme scales and it is interesting to note that the maximum devi-
ation between our model and HALOFIT is only ∼ 10 per cent.
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Figure 3. A comparison of the power spectrum response for massive-n models with three degenerate neutrinos with total mass 0.15eV (top) 0.3eV (middle)
and 0.6eV (bottom) compared to an equivalent LCDM model (with Wm fixed between models, rather than Wc) at z = 0 (left-hand column) and 1 (right-hand
column). We show the response from the simulations of Massara et al. (2014; blue points), that from the Bird et al. (2012) version of HALOFIT (long-dashed;
red) and that from the Mead et al. (2015b) halo model (short-dashed; black). We see that all models of the response are in broad agreement, but that the halo
model of Mead et al. (2015b) mis-predicts the degree of quasi-linear damping. Our updated version of the halo model, with tuned parameters (solid; black),
matches the simulations at the few per cent level across the full range of scales shown, with the eventual agreement being similar to, but slightly better than,
that of Bird et al. (2012).

We compare halo-model predictions from the Mead et al.
(2015b) model to the massive-n simulations presented in Massara
et al. (2014), which consider neutrinos with mn = 0.15, 0.3 and
0.6eV in a box of L = 200h�1Mpc with N = 5123 of both CDM
and neutrino particles and are detailed in Table 5 Both ‘all mat-
ter’ and baryon densities are held fixed as the neutrino mass is
varied, so increasing mn consequently decreases Wc. The neutrino
mass is taken to be evenly distributed between three degenerate
species, even though this is in conflict with oscillation experiments
for low mn . Using the prescription for the halo model advocated by
Massara et al. (2014, i.e. using scb for clustering calculations), we
present our results in Fig. 3. We show the response from simula-
tions together with that from the halo model of Mead et al. (2015b)
and from the fitting formula of Bird et al. (2012), which is an update
of the Smith et al. (2003) version of HALOFIT6. We see that all mod-
els do a reasonable job of predicting the suppression of power that
peaks around k = 1hMpc�1, which is caused by the massive neu-
trinos suppressing CDM clustering. The Bird et al. (2012) model is

6 Note that we show the response from the published Bird et al. (2012) ap-
pendage to the original Smith et al. (2003) HALOFIT. This is not the version
currently implemented in CAMB, which contains some unpublished correc-
tions.

accurate at the 3 per cent level, but seems to over predict the power
suppression at k > 1hMpc�1, whereas Mead et al. (2015b) halo
model does well for k > 1hMpc�1, but under predicts the magni-
tude of the quasi-linear (k ⇠ 0.1hMpc�1) damping.

To improve the halo-model predictions, we note that the mag-
nitude of quasi-linear damping is governed by f in equation (14),
which depends on s8(z) in Mead et al. (2015b). In massive neutrino
models, clustering is suppressed and s8 drops quite drastically as
the neutrino mass is increased (see Table 5), which in turn changes
f and causes the under prediction of damping. We remedy this by
re-parameterizing f in terms of sd(R) (i.e.– the standard devia-
tion in the linear displacement field convolved with top-hat filter
of radius R, which is less influenced by small scales than s(R))
where we found good matches to COSMIC EMU power spectra us-
ing R = 100h�1Mpc. The updated form of f is given in Table 1.
In order to maintain a good fit to the COSMIC EMU simulations as
obtained in Mead et al. (2015b) we simultaneously refit the coef-
ficients of f and the quasi-linear a term in equation (15); updated
values are given in Table 1. This actually makes a small improve-
ment to the quality of the fit to the COSMIC EMU simulations that
was presented in fig. 2 in Mead et al. (2015b).

To further improve predictions we use the spherical model of
non-linear structure formation to calculate values for the linear-
collapse density (dc) and virialized over-density (Dv) for an isolated

MNRAS 000, 1–18 (2016)
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How can we exploit the information 
without neglecting the uncertainties? 
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Figure 1. Euclid cosmic shear combined with Planck (see section 6 for details): sensitivity to a 0.1%-
variation of P (k) for di↵erent cuto↵ wavenumbers (always scaled with redshift). The flat `max = 5000
cut-o↵ (blue) shows the amount of information available in absence of a cut-o↵. The second (green) and
third (red) cases are more conservative than a sharp cut-o↵ at ` = 1310 would be. For comparison, the
dashed line marks ` = 1310, corresponding to the `

max

used by the KiDS collaboration in Ref. [52]
as a reasonable cut-o↵ producing stable results. The last case (cyan) is a little more constraining
than this sharp cut-o↵, intended to reflect improvements in non-linear modeling in the analysis of
future data. For our analysis we will use k

NL

(0) = 0.5h/Mpc (conservative) and k
NL

(0) = 2.0h/Mpc
(realistic) as our non-linear cut-o↵ wavenumbers. The corresponding 1-� sensitivity of our MCMC
forecasts can be seen in table 6.

Table 6. Planck (see section 6) plus Euclid cosmic shear 1-� sensitivity (normalized by corresponding
Planck-only values) of MCMC forecasts for the non-linear cut-o↵ values used in Figure 1. We see that
most sensitivities do not depend strongly on the choice of a given k

NL

(0). Only ns and M⌫ show a
non-negligible improvement in sensitivity, despite the large changes in the cut-o↵. Therefore, we find
that the non-linear cut-o↵ scheme is appropriate for our analysis.

kmax 100!b !cdm ✓s ln(1010As) ns ⌧reio M⌫ [eV]
0.5 h/Mpc 0.77 0.27 0.97 0.94 0.72 0.96 0.50
1.0 h/Mpc 0.76 0.27 0.94 0.95 0.70 0.98 0.41
2.0 h/Mpc 0.76 0.25 0.97 0.94 0.65 0.97 0.36
lmax = 5000 0.74 0.24 0.94 0.94 0.58 0.96 0.30
Planck only 1.00 1.00 1.00 1.00 1.00 1.00 1.00

for every redshift and wavenumber. The resulting contributions ��2
` solely depend on the

characteristics of the likelihood.
In Figure 1 we see the ��2

` contributions to the Euclid cosmic shear likelihood for
di↵erent choices of kNL(0). Whenever ` reaches a value where an additional redshift bin has
to be discarded according to the cut-o↵ scheme described above, the ��2 drops sharply. A
comparison of forecasts for Planck + Euclid cosmic shear for the same values of kNL(0) is
shown in Table 6. We see that the sensitivity does not di↵er by a large amount despite great
changes in the non-linear cut-o↵, with only ns and M⌫ showing non-negligible improvement
in sensitivity with increasing cut-o↵ values. Since the results do not depend strongly on the
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Planck+Euclid-CS 

Conservative 43 meV 
Optimistic 30 meV 

Conservative: knl(0)=0.5 h/Mpc 
Optimistic: knl(0)=2.0 h/Mpc 
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Future sensitivity to Σmν   

CLASS 

https://github.com/
lesgourg/class_public 

Cosmological model 

P(k) 

MontePython 

https://github.com/
brinckmann/

montepython_public 

euclid_pk 

euclid_lensing 

Euclid specifications 
è Mock dataset 

MCMC forecast è χ2 

Sprenger, MA+ JCAP (2019)  
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Planck+Euclid 

Conservative 24 meV 

Optimistic 20 meV 

Sprenger, MA+ JCAP (2019)  



Future sensitivity to Σmν   
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Planck+Euclid Planck+Euclid+SKA1-IM 

Conservative 24 meV 18 meV 

Optimistic 20 meV 15 meV 
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Probe combination 
Brinckmann, Hooper, MA+ JCAP (2019)  
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Model dependence 
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Planck+Euclid Neff w0 (fixed wa) w0 (+ wa) wa 

Conservative 0.065 0.0154 0.0285 0.099 

Optimistic 0.046 0.0121 0.0214 0.071 

Neff
SM = 3.045 deSalas+ JCAP (2016) 



Conclusions 
•  Future galaxy and hydrogen surveys will be able to detect the neutrino 

mass sum in the minimal extension of the ΛCDM 
 
•  Caveats: 

–  Systematic effects 
–  Theoretical uncertainties 
–  Model dependence 
 

•  Future constraints on Neff might shed light on physics beyond the Standard 
Model 

•  Final remark: synergies with ground-based neutrino experiments 
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